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Cognitive radio ad hoc networks (CRAHNS) constitute a viable solution to solve the current
problems of inefficiency in the spectrum allocation, and to deploy highly reconfigurable
and self-organizing wireless networks. Cognitive radio (CR) devices are envisaged to utilize
the spectrum in an opportunistic way by dynamically accessing different licensed portions
of the spectrum. To this aim, most of the recent research has mainly focused on devising
spectrum sensing and sharing algorithms at the link layer, so that CR devices can operate
without interfering with the transmissions of other licensed users, also called primary
users (PUs). However, it is also important to consider the impact of such schemes on the
higher layers of the protocol stack, in order to provide efficient end-to-end data delivery.
At present, routing and transport layer protocols constitute an important yet not deeply
investigated area of research over CRAHNSs. This paper provides three main contributions
on the modeling and performance evaluation of end-to-end protocols (e.g. routing and
transport layer protocols) for CRAHNS. First, we describe NS2-CRAHN, an extension of the
NS-2 simulator, which is designed to support realistic simulation of CRAHNs. NS2-CRAHN
contains an accurate yet flexible modeling of the activities of PUs and of the cognitive cycle
implemented by each CR user. Second, we analyze the impact of CRAHNSs characteristics
over the route formation process, by considering different routing metrics and route
discovery algorithms. Finally, we study TCP performance over CRAHNS, by considering the
impact of three factors on different TCP variants: (i) spectrum sensing cycle, (ii) interference
from PUs and (iii) channel heterogeneity. Simulation results highlight the differences of
CRAHNSs with traditional ad hoc networks and provide useful directions for the design of
novel end-to-end protocols for CRAHNs.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

The increasing use of wireless access points, cordless telephones, television and computer peripherals in the 2.4 GHz
industrial, scientific and medical (ISM) unlicensed band has resulted in growing congestion, and consequently spectrum
scarcity. The need for using additional spectrum for unlicensed operation has been pointed early in this decade by the
Federal Communications Commission (FCC) [ 1]. Recently, this effort has gained further impetus by opening up the frequency
ranges vacated due to the analog-to-digital television transition for use by unlicensed operators [2]. This allows devices
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to sense channels that are not currently used in the UHF and VHF bands, and transmit on them opportunistically. Such
devices are enabled with cognitive radio (CR) ability that allows them to sense the spectrum utilization, select the best
available spectrum, and share the available spectrum resource among other devices. There has been a great interest in both
the academia and industrial organizations in the development of devices and protocols for CR technology. However, the
extension of CR techniques in distributed ad hoc networks (CRAHNS) is not straightforward, with several open challenges
posed by the limited spectrum knowledge at the individual nodes, and the de-centralized operation [3].

Cognitive radio ad hoc networks (CRAHNSs) [3,4] are usually composed of two kind of users: CR users and primary
users (PUs). PUs have a license to access the licensed spectrum. CR users access the licensed spectrum as a "visitor”, by
opportunistically transmitting on the spectrum holes. The research community has mainly focused on the development of
efficient spectrum sensing and selection techniques, thereby providing valuable insights on how such CR networks may be
designed. However, for CRAHNs, many of these assumptions need to be revised in light of the following challenges:

e Common control channels (CCC) must hence be created so that network-wide information broadcasts and policy updates
can be quickly disseminated. As each CR node may experience different spectrum availability, identifying these control
channels shared by all the wireless nodes is a problem.

e CRnodes may share information about the spectrum availability in the local environment. How to leverage this spectrum
data sent by immediate neighbors is an open research area.

e While infrastructure-based networks can establish single-hop connections between the CR nodes and the centralized
base stations, the nodes in a CRAHN need to forward packets over multiple hops. The resulting routing and transport
layer issues arising out of the end-to-end operation is unique to CRAHNSs.

While recent works have proposed solutions toward control channel design [5] and CR network cooperation [6,7],
the design of higher layer protocols, such as at the routing and transport layers, is still in a nascent stage. One of the
main impeding blocks in CRAHNS is the lack of comprehensive simulators that are capable of handling a large number of
dynamically varying spectrum parameters, and integrating in a seamless manner the adaptations undertaken at the different
layers. As an example, the choice of transmit power must be undertaken such that it (i) improves the SNR at the physical
layer, (ii) limits intra-CR collisions based on the transmission range at the link layer, and (iii) maintains the probability of
interference to the licensed or PUs of the spectrum, which is often a policy decision. In another case, the choice of spectrum
decides not only the throughput (different spectrum bands experience varying levels of PU activity during which the CR
network must cease operation) but also the propagation distance of the transmission packet, and hence the end-to-end path
length. These examples clearly demonstrate the high level of inter-dependency that exists among the different protocol
stack layers. At present, no general-purpose simulator for CRAHNs has been developed, and existing network simulators
(e.g. NS-2, Opnet, Qualnet) exhibit some important restrictions, such as (i) they do not provide any model of the cognitive
cycle, i.e. spectrum sensing, decision and mobility algorithms, which are required to model CR users activities, (ii) they do
not adequately address interference and signal detection issues at the PHY layer, which are required to model PUs activities,
and (iii) they do not allow us to easily implement cross-layer information sharing among protocols at different layers. To this
aim, in this paper we propose NS2-CRAHN, an extension of the NS-2 simulator [8], which is designed to support realistic
simulation of CRAHNs. NS2-CRAHN allows a researcher to easily change a wide range of parameters, such as power and
spectrum, channel bandwidth and frequency, use custom-designed or existing spectrum selection and sharing policies, and
model accurately the activity of the PUs and CR users.

We envisage that our proposed simulation platform will be useful in a wide range of protocol design scenarios. Its inher-
ent support for distributed operation makes it suitable for routing and transport protocol design. In this paper, we first in-
vestigate the suitability of different route discovery algorithms and routing metrics on end-to-end performance. In a CRAHN,
periodic spectrum sensing and spectrum handoff operations may result in localized path disconnections between two CR
users. Our simulation results show that sensing- and switching-induced delay has a negative impact on the stability of the
path. We compare the performance of single-path [9] and multi-path routing protocols [10], and we find that the latter are
able to prolong the end-to-end connection, reducing the number of route discoveries initiated by each source node. More-
over, spectrum selection and next hop determination can no longer be considered as isolated functions, and must be jointly
undertaken. Our simulator shows how the integration of route selection metrics such as (ETT [11], ETX [12], hop count) with
spectrum availability is achieved for several classical routing techniques by adapting them in a multi-spectrum environment.

Another important contribution of our work is a thorough analysis of existing TCP variants, such as TCP Reno, TCP
NewReno [13], TCP SACK [14], TCP Vegas [ 15] for CRAHNSs. To the best of our knowledge, this is the first work that addresses
the analysis of TCP over CRAHNS at both macroscopic level, i.e. computing the TCP aggregated throughput, and at microscopic
level, i.e. studying the dynamics of the round trip time (RTT) index and congestion window (CW) size, over simulation time.
Specifically, we show how the effect of PU activity, periodic spectrum sensing, and bandwidth variations caused by channel
switching affects the end-to-end performance. As the TCP source node must infer the presence of congestion based on
packet drop or timeout, it is critical to understand how TCP operations are affected by the above factors, which are not
present in traditional wireless ad hoc networks. As an example, during spectrum sensing and switching, there is a small
delay in which the CR node scans the channels and coordinates the new spectrum with its neighbors, respectively. At these
intervals, the path becomes virtually disconnected, with the sensing or switching node unable to forward packets in either
direction. This event may, inadvertently, trigger the TCP timeout conditions at the source thereby causing it to mistake the
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spectrum-related function as network congestion. Simulation results highlight the problems of existing TCP variants and
provide the basement for the design of novel transport layer protocols for CRAHNS.

Our proposed simulator design is modular, thereby allowing the addition of newer functionalities easily. Thus, while we
provide a default functionality for say, spectrum sensing, the user may easily replace this block with a custom-designed
algorithm. Similarly, other functions of choosing the best spectrum and the logic for how best to vacate a re-claimed
spectrum are also implemented as default. The underlying parameters that influence higher layer protocol design, such as
spectrum, channel bandwidth, and transmission power, are made available to each of the layers of the protocol stack through
a cross-layer module. Other channel-specific characteristics, such as fading or noise can also be defined in a separate channel
block. Recent measurements have revealed spectrum-specific PU activity patterns, which can be easily used to update the
PU activity block provided in our simulator [1]. Thus, we aim to create a fully customizable tool that appeals to researchers
at different levels: for the higher layer protocol designer, the underlying CR functions are already implemented, while for a
physical layer researcher, each of these parameters can be altered and tested.

The rest of this paper is organized as follows: Section 2 describes the related work for existing performance evaluations
of routing and transport protocols over CRAHNSs. The system model considered in our work is given in Section 3 and the
detailed description of our proposed simulator tool is given in Section 4. The performance evaluation of our simulator is
undertaken in Section 5, and finally, Section 6 concludes the paper.

2. Related works

In this section, we review the current proposals in the literature addressing end-to-end solutions for CRAHNS, in
particular: (i) routing layer protocols and (ii) transport layer protocols.

2.1. Routing layer protocols for CRAHNs

Routing constitutes an important yet not deeply investigated area of research in CRAHNs [3]. Based on to the relationship
between the spectrum management and the routing algorithm, the routing design in CRAHNSs is divided into two
categories [16]: decoupled design and collaborative design. In the decoupled design, the spectrum decision and the routing
selection are carried out independently by the MAC and network layers. In [17], the RACON routing protocol is proposed,
by designing a link cost metric which takes into account the spectrum availability over time, for of each link. Three routing
metrics for CRAHNS are evaluated in [18]. In the collaborative design, the spectrum decision and the routing selection are
integrated into a single task at the network layer. The source node decides the end-to-end route and the spectrum used by
each link simultaneously. Although the collaborative design is complex and is sensitive to spectrum fluctuation, it provides
better end-to-end performance and it supports quality of service (QoS)-stringent applications [16]. In [4], we proposed the
SEARCH protocol which combines geographical routing and spectrum allocation in order to avoid regions characterized
by PU activity, and to determine the best path-channel combination which reduces the end-to-end delay. In [19], a joint
approach of on-demand routing and spectrum band selection is proposed for CRAHNSs, and a delay-based metric is used for
evaluating the quality of candidate routes. A spectrum-aware data-adaptive routing algorithm is described in [20]. In this
algorithm, the end-to-end route selection depends on the amount of data to be transported. In [21], the routing protocol
SAMER builds a forwarding mesh upon a set of candidate routes to the destination, which opportunistically adapts during the
forwarding process to the dynamic spectrum conditions. Most of the previous schemes are based on-demand routing scheme
(like AODV [9]) and discover a single path between a source and a destination node. Moreover, in most of these papers, the
authors do not provide details about the modeling of the cognitive environment and of the link-layer protocol used for the
simulation analysis. In this paper, we do not propose a novel routing scheme for CRAHNs, but we discuss the impact of
cognitive issues over the routing process, considering an accurate modeling of PU and CR user activities. In particular, we
focus on the following issues: (i) impact of sensing-induced delay on route discovery and usage, (ii) impact of PUs on route
usage, (iii) comparison between single path vs. multi-path routing approaches and (iv) impact of different routing metrics
on end-to-end performance.

2.2. Transport layer protocols for CRAHNs

Since its original proposal in 1974, several versions of TCP have been proposed for wired networks [15,13,14]. All of
them provide congestion and source-rate control, by means of a CW which limits the total number of un-acknowledged
packets which can be in transit end to end. Modern implementations of TCP operate in four different protocol phases: slow
start, congestion avoidance, fast retransmit and fast recovery. In the slow start phase, the CW size grows exponentially by
one segment for each TCP-ACK received. In the congestion avoidance phase, the CW size is increased by one segment per
round-trip-time (RTT), till a packet loss occurs. Packet losses are used as an indicator of congestion. In such a case, the rate
is decreased by reducing the CW size at the sender side. Different versions of TCP differ in the way they detect and react to
packet losses [15,13,14].

Many recent papers have investigated and provided evidence that TCP performs poorly on wireless environments,
and on mobile ad hoc networks (MANETSs) in particular. Simulation studies for wireless networks have investigated the
impact of hidden terminals, wireless channel errors and nodes’ mobility on TCP performance[22]. At the same time, many
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Fig. 1. The cognitive cycle implemented by each CR user.

transport layer protocols for MANETs have been proposed, including (i) completely novel transport protocols [23], (ii) TCP-
like schemes [24] and (iii) link-layer and queue management schemes, supporting TCP over wireless networks [25,26].

While TCP over traditional ad hoc networks constitutes a well-investigated research area, there is a lack of papers
addressing transport protocols for CRAHNs [27]. In [28], a novel transport protocol (TP-CRAHN) is proposed for CRAHNs.
TP-CRAHN retains the window-based approach of TCP, but it also comprises additional protocol phases to adapt the protocol
behavior to specific network conditions, such as sensing cycle intervals, spectrum and mobility handoffs, channel bandwidth
variations, etc. In [29], an evaluation of TCP over dynamic spectrum access (DSA) links is proposed. Compared to the
work presented in [29], we provide the following novelties: (i) we separately analyze the impact of different CRAHNs
characteristics such as sensing time, PU activity and channel heterogeneity, on TCP performance (ii) we study the TCP
behavior at both macroscopic level e.g. measuring the aggregate throughput, and at microscopic level e.g. analyzing the
RTT and CW dynamics over time, and (iii) we address modeling and simulation issues for CRAHNs, which are described in
Section 4.

3. System model

In our model, CR users forming the CRAHNS are equipped with M radio transceivers, which can be tuned to any channel in
the licensed bands. We assume that N “heterogeneous” channels are present, where different channels may have dissimilar
raw channel bandwidth. In a practical implementation, it might be expensive to equip a node with one dedicated radio for
each channel since the number of channels may be large. Thus, we assume in this paper that M < N, i.e. the number of
radios per node is smaller than the number of available channels.

Several multi-radio link-layer solutions have been proposed in the literature to coordinate the presence of multiple
channels and multiple transceivers on wireless nodes [30,31]. One widely accepted solution for traditional wireless ad hoc
networks is the on-demand channel assignment scheme [32], which divides the available channels into one CCC and multiple
data channels. The available interfaces are divided into one control interface and several data interfaces. The control interface
is tuned to the common control channel and is used to resolve the contention on the data channels. However, this solution is
not feasible for CRAHNS, due to the problem of establishing a CCC in the licensed band [5]. The link-layer solution adopted in
this paper is based on the interface assignment strategy proposed in [33], which classifies the available interfaces into fixed
and switchable ones. Here, fixed interfaces stay on a specified fixed channel for longer time intervals. Switchable interfaces can
switch among the available channels and are used to maintain the network connectivity. A distributed protocol is assumed
which assigns a channel to the fixed interface, which can change over time according to e.g. traffic load. In contrast to [33],
in our model CR users vacate the fixed channel as soon as PU activity is detected and select a different one. For the sake of
simplicity, we assume that M = 2, i.e. each CR user is equipped with one fixed interface and one switchable interface.

The PU activity is modeled by the exponential ON-OFF model [34], where each PU has two states: ON and OFF. An ON
(busy) state represents the period in which the channel is occupied by a PU, while an OFF (idle) state represents the period in
which the channel is idle and can be used by CR users. The switching between the ON/OFF states is regulated by a birth-death
Markovian process. Let «; be the death rate for PU on channel i (e.g. PU;), then the duration of the ON state follows an
exponential distribution with mean 1/¢;. Similarly, let 8; be the birth rate for PU;, then the duration of the OFF state follows
an exponential distribution with mean 1/;.

The CR user activity is modeled by using the cognitive cycle model described in [3]. In Fig. 1, we depict the four
components of the cognitive cycle model: the spectrum sensing block, the spectrum mobility block, the spectrum decision
block and the spectrum sharing block. Each CR alternately senses the channel and transmits data with sensing time equal
to t; and transmission time equal to T,. If the spectrum sensing block detects a PU in the specific portion of the spectrum in
use, then the CR user should vacate the spectrum and continue its communication in another portion of the spectrum. The
handoff and protocol-reconfiguration are performed by the spectrum mobility block. Also, the CR must select a new channel
to use based on its QoS requirements. The spectrum decision block is responsible for the channel selection. Otherwise, if the
current channel is found free from PU activity, then the CR user may transmit on it, by using MAC layer coordination schemes
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Spectrum

(implemented in the spectrum sharing block) which prevent collisions with other CR users using overlapping portion of the
spectrum [3].

4. Simulation of CRAHNs using network simulator 2

Based on the system model presented in Section 3, we have extended the NS-2 simulator with various blocks to be able
to evaluate the performance of various approaches for CRAHNS. Fig. 2 shows the architectural model of the NS-2 CRAHN
simulator. Compared to the traditional NS-2 architecture, we have added the following features, implemented as extendible
stand-alone C++ modules:

e PU Activity module. It describes the characteristics of active PUs in the current scenario, including operating channel,
physical location, and transmitting range. It also contains the description of PU activity in each spectrum band, as a
sequence of ON and OFF periods over simulation time. All the information about PUs are contained in a PU-log file, which
is generated offline. The format of PU-log file is described in Section 4.1.

e Spectrum data module. It describes the PHY characteristics of each channel, such as operating frequency, channel capacity
and average bit error rate (BER). The format of channel-log file is described in Section 4.2.

e Spectrum manager module. It implements the cognitive cycle for each CR user, as described in Section 3. It is composed
of three main blocks: the spectrum sensing block, the spectrum decision block and the spectrum mobility block. The
spectrum sensing block is responsible for detecting the activity of PUs on the current channel. To this aim, the spectrum
sensing block interacts with the PU activity module. In the case of PU detection, the spectrum decision block chooses
the policy to be adopted, i.e. whether to switch to a new channel or to stay on the current channel. If a channel switch
is required, the spectrum decision block can choose the next available channel to be used for CR user operation, and the
spectrum mobility block manages the spectrum handoff process.

e Multi-radio multi-channel link layer module. It implements the multi-radio multi-channel environment for each CR
user. Section 4.4 provides the details of the link-layer coordination, among the available radio interfaces. Each radio
implements the spectrum sharing block for distributed channel access in wireless networks. Current implementation
is based on the CSMA/CA MAC scheme. The spectrum sharing block interacts with the PU activity module to model the
interference caused by PUs on current ongoing transmissions of CR users.

e Network layer module. Traditional routing protocols for wireless ad hoc networks can be used at network layer, as well
as customized network protocols for CRAHNs. We also provide an implementation of the SEARCH routing scheme for
CRAHNS [28].

e Cross-layer repository module. It enables information sharing among protocols at different layers of the protocol stack. For
example, it may contain information collected at the PHY layer (e.g. current transmitting power), MAC layer (e.g. current
size of the backoff window) and network layer (e.g. current neighbors’ list).

In the following, we provide a detailed description of the PU-log (Section 4.1) and channel-log file (Section 4.2), of the
spectrum manager functionalities (Section 4.3) and of the rationale of the CR user model (Section 4.4).

4.1. PU activity log file format

The PU-log file contains information about (i) PUs location and characteristics and (ii) PUs activity over time. The first
part of the file is composed of entries with this format:

(id, x, y, channel, tpower) (1)

where id is the unique identifier of a PU, x, y are its location, channel and tpower are the channel and transmitting power
used by the PU, respectively. The second part of the file describes the activity of each PU over time, by means of a list of
entries with this format:

(id, arrivalyye, departurey,,) (2)
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where id is the PU identifier, arrival;p. is the simulation time when the PU enters the ON period and starts transmitting,
and departure,,, is the simulation time when the PU enters the OFF period and ceases transmitting. For each PU (e.g. PU;),
average ON and OFF time are regulated by an exponential distribution with mean _- L and 1, based on the ON/OFF model
described in Section 3. We develop a script shell program which takes as input the o and ,8 parameters for each PU and
generates the corresponding activity over simulation time.

4.2. Channel-log file format

The channel-log file contains information about (i) physical channel characteristics and (ii) channel quality. The spectrum
data module is responsible for loading the information from the file and making them available to the other modules. For
each CR channel, the log file contains an entry with this format

(id, frequency, bandwidth, noise) (3)

where id is the identifier of the channel (a number between 1 and N), frequency is the channel central frequency, bandwidth
is the raw bandwidth of the channel (e.g. 11 Mb/s), and noise is the average value of the noise on that channel. By using
bandwidth and noise, and by knowing the power received at a given location, it is possible to model the average BER
experienced by the receiver node, for the QPSK modulation [35].

4.3. Spectrum manager

The spectrum manager module implements the cognitive cycle for each CR user, by using the spectrum sensing block,
the spectrum decision block and the spectrum mobility block.

4.3.1. Spectrum sensing block

Channel sensing is modeled as a lookup function on the PU-log file, for the current channel (say channel i), sensing interval
t; and simulation time t. The readings from the file are then adjusted on the basis of the sensing accuracy, so that the final
outcome of the sensing process is a binary response whether a PU signal is detected or not on the current channel.

More in details, a CR user (say node C) performing sensing on channel i at time t checks the PU-log file if there is an entry
for a PU (say P) satisfying these two conditions (C):

e C1: P is transmitting on the same channel i, or on an adjacent' channel, for the time interval [t; t + &];
e C2: The amount of power injected on channel i by node P and received by node C (i.e. P,C ) is higher than the sensitivity

threshold P§,:
P¢ > P. (4)
Signal propagation is modeled through a generalized free-space model, i.e. Pf is computed by node C as follows:

Prc _ Pf Cf . (5)
(d¥)

where P; is the transmitting power of P, the constant C; captures different transmission properties such as the antenna
gains and height, « is the attenuation factor, d is the physical distance between P and C, and k is the overlap factor between
channel i and the central channel frequency used by P. We consider the overlap factors as 1, 0.5 and 0.25 for 0, 1 and 2
channel spacings from the PU’s central channel frequency, respectively. Overlap factors can be adjusted to accommodate for
different systems and spectral overlap mask characteristics (see the discussion on the I-factor from [36]). If both conditions
C1 and C2 are verified, then the variable puON is set as true. However, this is not enough to guarantee a correct PU detection,
because node C might misdetect the presence of P. The probability of correct detection Py is described in [34]. In the current
implementation, we use a simplified equation for Py, as a function of the sensing time interval (t;) only. A PU signal is detected
if puON is set as true, with probability Py. In this case, a notification is sent to the spectrum decision block.

4.3.2. Spectrum decision block

The spectrum decision block is responsible for (i) deciding the spectrum policy and (ii) choosing the next channel to be
used by CR users, in case a PU activity detection requires a channel switch. Each time a PU activity is detected on the current
channel, a CR user can adopt two different policies:

e Switch policy. The CR user immediately vacates the current channel and moves to another portion of the frequency
spectrum.

e Stay and wait policy. The CR user does not vacate the current channel, but stops transmitting on it, because it must not
interfere with the PU activity. In this case, a notification is sent to the sensing block. As soon as the PU activity ceases, the
CR user re-starts its operations on the current channel.

1 We define two channels e.g.iand j to be adjacent if their channel spacings |i — j| is < 2.
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Fig. 3. The CR model implemented in the NS2-CRAHN simulator.

In the case of channel switch, the CR user must find another portion of the spectrum for its operations. The channel
selection can be performed at the link-layer (by the spectrum decision block) or at the routing layer. The current NS2-CRAHN
implementation supports both these approaches. In the case of channel selection performed by the spectrum decision block,
three channel allocation schemes can be used:

e Random allocation. The CR user chooses randomly among the available N channels.
e Sequential allocation. The CR user visits all the N channels, by a round-robin algorithm:

next_channel = (current_channel + 1)%N. (6)

e PU-aware allocation. The CR user chooses the channel providing the highest transmission opportunities, by considering
the amount of interference injected on each channel by each PU and by neighbor CR users.

We emphasize here that additional spectrum policies and spectrum allocation algorithms can be easily integrated into the
current module, by considering metrics provided by the MAC, physical or routing layer, or any combination among them.
This also facilitates mechanisms that allow a CR user to temporarily route around the PU activity on a different frequency
portion until the current PU activity stops.

4.3.3. Spectrum mobility block

The spectrum mobility block is invoked when the spectrum decision block decides that the CR user must vacate the
current channel. It receives from the spectrum decision block the new channel to switch to (e.g. next_channel). The delay
induced by the channel switch is modeled by using a timer. A CR user is not allowed to utilize the radio interface for
communication during the handoff operation. When the handoff process is completed, the spectrum sensing block is invoked
to detect the PU activity on next_channel. If next_channel is found free of PU activities, then a spectrum handoff notification
is sent to the upper layer, and protocol reconfiguration is performed at the network layer.

4.4. CR user model

The CR user model is shown in Fig. 3.

4.4.1. Link layer management

Each CR user at initialization designates one interface as its fixed interface, and the second interface as the switchable
interface. Moreover, each CR user periodically informs its neighbors about the channel used by its fixed interface, by
broadcasting an HELLO message on all the available channels. When a CR user (e.g. node A) needs to communicate with
a neighbor node (e.g. node B), it tunes its switching interface to the channel used by the fixed interface of node B, and starts
transmitting.

Each CR user performs a sensing cycle on the fixed radio interface, by periodically switching between two states: a sensing
state (for a t; time interval) and operational state (for a T, time interval). To this aim, each CR user (say node C) is associated
with a sensing timer and an operational timer. When the sensing timer expires, C stops sending/receiving data on the current
channel and performs sensing operations to detect the presence of a PU, as described in Section 4.3.1. In the case of channel
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switching to next_channel, a broadcast message is sent by node C to inform its neighborhood about the channel used by its
fixed interface.

4.4.2. Spectrum sharing

Each interface implements a spectrum sharing scheme, based on a carrier sensing multiple access with collision
avoidance (CSMA-CA) MAC scheme, with acknowledgments (ACK) and frame retransmissions at the MAC layer. Moreover,
we extend the MAC scheme to take into account the interference caused by PUs on CR users. Each time a CR user (say node
C) starts receiving a packet by another CR user (say C2), it checks if a PU (say P) is currently transmitting on the current or
adjacent channel, or if it will start transmitting during the reception time. In such a case, the amount of power injected on
the current channel by P is computed at node C, based on the propagation model described by Eq. (5). Based on P, the actual
signal-to-noise ratio (SINR) is computed by node C. If the SINR is lower than a given threshold (which is usually referred in
NS-2 as CPTresh), then node C discards the packet sent by node C2.

5. Performance evaluation of end-to-end protocols over CRAHNs

In this section, we provide an evaluation of the end-to-end protocols over CRAHNS, considering routing (Section 5.1) and
transport (Section 5.2) layer protocols. We use the NS-2 simulation tool [8], with the extensions described in Section 4. Both
Sections 5.1 and 5.2 are structured as follows. First, we introduce the simulation methodology and the metrics considered.
Then, we describe the simulation setup, and we show the simulation results for each test. Finally, we discuss the design
issues to enhance the performance of routing and transport layer protocols over CRAHNs.

5.1. Routing layer

Routing protocols for wireless ad hoc networks can be classified into reactive and proactive protocols [37]. Reactive
protocols build on-demand paths between the source and destination nodes only when needed. In proactive protocols, each
node maintains fresh routing tables for all destinations, by means of periodic distribution of information (e.g. link state)
throughout the network. Therefore, proactive protocols reduce path acquisition time compared to reactive ones, but at
the same time exhibit very slow reaction to network dynamics, such as nodes’ mobility [37,38]. In CRAHNS, the dynamic
spectrum allocation determines that each wireless link may experience different conditions over time, as a function of the
interference of PUs, available bandwidth, and so on. For this reason, we focus our attention on reactive protocols, and we
consider two approaches for route formation over CRAHNSs:

e Single-path routing. We consider the AODV [9] routing protocol, which discovers a single path between a source and a
destination node.

e Multi-path Routing. We consider the AOMDV [10] routing protocol, which discovers multiple paths between a source
and a destination node. The discovered paths can be node disjoint, i.e. they have no nodes in common, or link-disjoint,
i.e. they have no links in common. We use AOMDV with node-disjoint configuration in our analysis.

We consider two metrics for the performance analysis:

1. Route discovery frequency. This is the average number of route discovery procedures generated by the source node, for
each second. A route discovery is initiated when a source node broadcasts a route request message (RREQ), containing the
address of the destination node. It provides an indicator of the stability of the route discovered by the routing protocol.

2. Packet delivery ratio (PDR). This is the ratio of packets which are received by the destination node, over the number of
packets sent by the source. It provides an indicator of end-to-end delivery capabilities of the routing protocol.

All the metrics described so far are measured at CR users since the focus here is to evaluate the impact of PU activity on
the performance of routing protocols for secondary systems.

The CRAHN environment is constructed as follows. We assume that 10 PU spectrum bands are present (i.e. N = 10) with
each band independently occupied by PUs, according to the ON/OFF model described in Section 3. The average duration
of ON/OFF state is the same in all the spectrum bands. We let % and % be the average ON and OFF period of a spectrum
band, respectively. We consider random multi-hop CRAHN topologies, composed of 50 CR users in a simulated area of
1000 x 1000 m. Three UDP/constant bit rate (CBR) connections are established inside the CRAHNs, among three random pairs
of CR source-destination nodes. Each connection may traverse multiple intermediate nodes before reaching the destination
node. Unless stated otherwise, each CBR connection has a data rate of 250 Kbps, and the packet size is 1000 bytes. No mobility
effect is considered at this stage.

In Section 5.1.1, we evaluate the impact of the sensing-induced delay on the link failure detection performed by the
routing protocols. In Section 5.1.2, we consider the impact of the PU activity on link failures. In Section 5.1.3, we analyze the
end-to-end performance when different routing metrics are used during route setup.

5.1.1. Sensing cycle analysis
Simulation setup. In the sensing cycle analysis, we consider the CRAHN environment described in Section 5.1, and we vary
the duration of the sensing interval (t;), while the operation interval (T,) is fixed to 0.6 s for each CR user. All the channels
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Fig. 4. The route discovery frequency for different configurations of the sensing time (t;) is shown in Fig. 4(a). The packet delivery ratio in the same
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Fig. 5. The route discovery frequency for varying number of PUs is shown in Fig. 5(a). The packet delivery ratio in the same configurations is shown in
Fig. 5(b).

have capacity equal to 1 Mb/s. We set the @ and § parameters equal to 0.5, so that the average ON and OFF time of a channel
is equal to 1 s in both cases. We assume ideal sensing without detection errors, i.e. P, is equal to 1.

Simulation results. Fig. 4(a) shows the route discovery frequency for the AODV and AOMDV protocol, as a function of the
sensing time (t;). The route discovery frequency increases for both protocols with t;, as a consequence of link failures caused
by the sensing-induced delay. In fact, link failure detection is based on feedbacks from the MAC layer. According to the
802.11 DCF standard [39], a node (say node A) attempting to communicate with a neighbor node (say node B) sends an RTS
message and waits to receive the CTS message. After seven RTS retransmissions have failed, the MAC layer notifies the upper
layer that the link is down, and an ERROR message is sent back by node A to the source node. Then, a new route discovery
procedure is initiated by the source node. When sensing is considered, each CR link is virtually disconnected during the
sensing operation of the CR nodes. A false link failure may be triggered when node A attempts to communicate with node B,
which is performing sensing and cannot reply with a CTS message. Fig. 4(a) shows that the risk of false link failure increases
with longer values of t;. At the same time, Fig. 4(a) shows that the end-to-end connectivity can be prolonged when multiple
paths are used at the source node. In the AODV protocol, a new route request is initiated by the source node each time
an ERROR message is received. In the case of AOMDV, a source node keeps multiple paths toward the destination and can
switch to an alternate path when the current one is invalidated. As a result, AOMDV reduces significantly the route discovery
frequency generated by each node (Fig. 4(a)). This reduction translates in higher stability of the end-to-end connection, and
in higher end-to-end performance, as shown in Fig. 4(b), which depicts the PDR values for both the protocols. AOMDV
provides higher PDR than the AODV scheme, because of the utilization of backup paths.

5.1.2. PU activity analysis

Simulation setup. In the PU activity analysis, we consider the CRAHN environment described in Section 5.1, and we vary the
number of PUs operating in the scenario. The sensing and transmitting time interval are equal to 0.1 s and 0.6 s, respectively.
We set the o and 8 parameters equal to 0.5, for all the PUs.

Simulation results. Fig. 5(a) shows the route discovery frequency for the AODV and AOMDV protocol, as a function of
the number of PUs. When we increase the number of PUs, CR users experience higher probability to detect PU activity on
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Fig. 6. The packet delivery ratio for varying load produced by each connection of CR users is shown in Fig. 6(a). The packet delivery ratio as a function of
the number of active PUs is shown in Fig. 6(b).

the current channel, and to perform a spectrum handoff operation. As for the sensing-delay discussed in Section 5.1.1, the
spectrum handoff delay introduces additional link failure events, because a node cannot reply to any RTS message while it is
reconfiguring its hardware for a channel switch event. At the same time, Fig. 5(b) shows that the overhead of route discovery
can be reduced when multiple paths are used, for the same considerations discussed above. AOMDV overcomes AODV also
in terms of PDR, as shown in Fig. 5(b).

5.1.3. Routing metric analysis

Simulation setup. In the routing metric analysis, we consider the CRAHN environment described in Section 5.1 with these
parameters: « = 0.5, 8 = 0.5, t; = 0.1s, T, = 0.6 s. We remove the assumption of channel heterogeneity, i.e. different
channels have different raw bandwidths.

Simulation results. Fig. 6(a) and (b) show the PDR for the AODV protocol, when three different routing metrics are
evaluated. The hop-count metric is the default AODV metric, and discovers the shortest path between the CR source and
destination nodes. The expected transmission count (ETX) metric was proposed in [12], to model the average number of
MAC transmissions required to send a unicast packet over a link. The routing algorithm then chooses the path with the
smallest accumulated link ETX values along the path. The expected transmission time (ETT) [11] extends the ETX metric by
considering the raw bandwidth of each link. The ETT value for link A-B is defined as ETX (A, B) - %, where S is the payload of
the packet (which is fixed and equal to 1000 bytes in our tests) and B the bandwidth of the link. Fig. 6(a) shows the packet
delivery ratio for the studied metrics, as a function of the system load injected by each source node. The PDR decreases for
all the metrics, when the system load increases. However, Fig. 6(a) shows that the shortest path routing is likely to produce
suboptimal performance, because spectrum considerations are not involved into the route discovery. The ETX metric takes
into account that different links may experience different BER, and thus guarantees higher end-to-end delivery than the hop-
count metric. The ETT metric provides the highest performance in the CRAHN environment, because it takes into account
both the packet losses and the bandwidth of each link. However, the ETT metric does not include considerations about PU
activity on each spectrum, and thus about the stability of each link. We do not propose a new metric for CRAHNS at this stage.
However, we think that a routing metric for CRAHN should combine (i) the hop-count, (ii) the spectrum quality and (iii) the
spectrum availability for CR users, at each link. Fig. 6(b) shows the PDR as a function of the number of PUs operating in the
multi-hop scenario. The ETT metric enhances the ETX and hop-count metrics, for the same considerations discussed above.

5.1.4. Considerations

Sensing-induced and spectrum handoff-induced delays have a considerable impact on route stability. Accurate link-
failure detection schemes should be designed, in order to isolate the effect of nodes’ mobility, from the effect of sensing
cycle and spectrum handoff operations. Multi-path routing can be considered a viable approach to enhance the end-to-
end performance, because of the geographical separation of the disjoint paths, which may experience different channel
conditions. The source node can switch to an alternate path when the current one is invalidated, without initiating a new
discovery process. Moreover, our analysis confirms that shortest path routing is likely to produce suboptimal performance
over CRAHNS, because it does not consider the spectrum allocation on each link. Spectrum allocation determines the current
bandwidth and quality of each link and may dynamically change over time, as a consequence of PU activity. We can conclude
that novel routing metrics should be designed for CRAHNS, taking into account the PU activity on each link.

5.2. Transport layer

Since TCP is the de facto transport protocol standard on Internet, it is crucial to estimate its ability in providing stable end-
to-end communication over CRAHNS. In this section, we investigate the performance of different TCP variants over CRAHNS,
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Fig. 7. The throughput of TCP NewReno for different configurations of sensing (t;) and operational (T,) time is shown in Fig. 7(a). The throughput for
different TCP versions is shown in Fig. 7(b).

i.e. TCP Reno, TCP NewReno, TCP with Selective Acknowledgment (TCP SACK) and TCP Vegas. In this set of experiments, the
CRAHN environment is based on five channels (i.e. N = 5) and constructed as follows. As in Section 5.1, we assume individual
channels are occupied randomly and independently of each other by PUs, according to the ON/OFF model described in
Section 3. The average duration of ON/OFF state is the same, in all the channels. We consider two different topologies: a
static single-hop single-flow CRAHN scenario and a multi-hop multi-flow mobile CRAHN scenario.

In the first case, the CRAHN is composed of two CR users, and one TCP/FTP connection is established between them.
No mobility effect is considered at this stage. We study the performance of TCP under different CRAHNs characteristics,
e.g. the sensing time interval of CR users, interference caused by PU activity and bandwidth variation in an heterogeneous
channel environment. The choice of the single-hop scenario can be motivated as follows. First, the single-hop scenario is
simple enough to understand the impact of CRAHNs characteristics on the dynamics of TCP, while this might be difficult
to investigate in multi-hop topologies. Second, the single-hop topology constitutes a basecase, from the point of view of
protocol performance. If we discover that a single parameter, e.g. the sensing time interval, has a strong impact on TCP
performance, then this effect will be emphasized in a multi-hop environment by the presence of multiple intermediate
nodes between the source and the destination CR users. Moreover, although very simple, the single-hop topology constitutes
a realistic model for the evaluation of infrastructure-based CR networks, where the mobile CR users are attached to a fixed
cognitive base station (BS). Then, we consider the evaluation of TCP over multi-hop random topologies, where all the CRAHN
characteristics are considered.

We consider two metrics in the performance analysis:

e TCP throughput: this is the end-to-end TCP throughput at the application layer, i.e. the amount of bits for seconds received
by the upper layer FTP application at the destination node, without considering out-of-order, duplicated and TCP-ACK
packets.

o TCP efficiency: this is an estimation of bandwidth resource utilization by TCP. It is defined as follows [29]:

_ TCPmr(ty, t)
fff ct)-dt’

where TCPr(t1, t,) is the average TCP throughput computed over the measurement period from t; to t;, and C(t) is the
available channel capacity at time ¢t [29].

<e<l1 (7)

All the metrics described so far are measured at CR users since the focus here is to evaluate the impact of PU activity on the
performance of the TCP protocol for secondary systems.

In Sections 5.2.1-5.2.3, we show the performance results of TCP in the single-hop topology, when we vary the sensing
time interval of CR users (Section 5.2.1), the PU activity (Section 5.2.2) and the difference in capacity between adjacent
channels (Section 5.2.3). In Section 5.2.4, we show the simulation results of TCP over multi-hop multi-flow random
topologies, in which all the previous factors are considered.

5.2.1. Sensing cycle analysis

Simulation setup. In the sensing cycle analysis, we consider the basic single-hop topology, and we vary the sensing interval
(ts) and operation interval (T,) of CR users. All the primary bands have capacity equal to 1 Mb/s. We set the « and 8
parameters equal to 0.5, so that the average ON and OFF time of a spectrum band is equal to 1 s in both cases.

Simulation results. Figs. 7(a) and (b), 8(a) and (b) show the TCP performance for the sensing cycle analysis. Fig. 7(a) shows
the TCP NewReno throughput as a function of the sensing time (t;, on the x-axis) and of the operational time (T,, on the
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y-axis). Fig. 7(a) confirms that the selection of (t;, T,) parameters by CR users has a remarkable impact on the TCP
performance. In particular, given («, 8) parameters which describe the PU activity, there exists an optimal selection of
(ts, T,) parameters which maximizes the TCP performance for CR users. In Fig. 7(a), the maximum throughput is reached
when t; and T, are equal to 0.2 s and 1 s, respectively. This is in accordance with the theoretical analysis described in [34].
Fig. 7(b) shows the throughput of TCP NewReno in the same scenario, where T, is fixed to 0.6 s, and t; varies between 0.025 s
and 3 s. In Fig. 7(b), we also show different throughput curves for different TCP versions. From Fig. 7(b), we can see that the
throughput increases with ¢; till a critical threshold is reached. When t; > 0.2 s, all the protocols experience throughput
degradation. This behavior is independent of the TCP version in use and can be explained by the fact that the selection of the
sensing interval constitutes a trade-off between (i) accurate PU detection and (ii) efficient channel utilization. In Section 3,
we introduced the probability of correct detection (Py), as a function of t; [34]. When t; < 0.2 s, a CR user might misdetect
the presence of the PU on the current channel. The PU interference causes TCP-DATA and TCP-ACK packet losses for CR
users, and thus affects the TCP performance. When t; > 0.2 s, the throughput decreases because of the sensing-induced
delay. Retransmission timeout (RTO) events may be triggered at sender side because of TCP-ACK packets which are delayed
at the MAC layer, even in the absence of true congestion. RTO events are interpreted as indicators of network congestion and
force the TCP sender to reduce the CW size to one segment. This translates in TCP performance degradation when t; > 0.2s.
Moreover, Fig. 7(b) shows that TCP SACK and TCP NewReno overtake TCP Reno and TCP Vegas in terms of throughput.
Surprisingly, TCP Vegas provides the lowest performance for all the configurations of t;. This might be because TCP Vegas
tries to estimate the available bandwidth to avoid congestion rather than react to it. It uses the measured RTT to accurately
calculate the number of data packets that a source can send. Due to PU activity and sensing time, this available bandwidth
estimation might not be the correct one leading to low throughput. As a result TCP Vegas bandwidth estimation mechanism
needs to be adjusted to work effectively over CRAHNSs.

In Fig. 8(a) and (b), we analyze the impact of sensing-induced delay on TCP dynamics at sender side. No PU activity is
considered on the CR channel. In Fig. 8(a), we show the behavior of the CW size under three different configurations of t;,
when T, is fixed to 0.6 s. When sensing is disabled, the CW keeps increasing till the capacity of the channel is reached. When
sensing is enabled, TCP-DATA and TCP-ACK packets experience an extra delay which triggers RTO events at TCP sender
side. When t; is equal to 0.5, the sensing delay is comparable with the maximum RTO timer value, and thus frequent RTO
events are triggered. In Fig. 8(b), we show the behavior of the RTT in the same scenario, for two different configurations
of t;. As expected, the configuration with sensing enabled (e.g. t; equal to 0.2 s) experience higher RTT values than the
configuration with sensing disabled (e.g. t; equal to 0 s), due to the fact that a CR user consumes time in sensing the channel
periodically.

5.2.2. PU activity analysis

Simulation setup. In the PU activity analysis, we consider the single-hop topology, and we vary the « and 8 parameters
regulating the average PU activity on each channel. The sensing and transmitting time interval are equal to 0.2 s and 0.6 s,
respectively. We consider the TCP throughput at application layer, defined in Section 5.2.

Simulation results. Fig. 9(a) shows the throughput of TCP NewReno as a function of the « (x-axis) and 8 parameters
(y-axis). Based on values of o and 8, we can distinguish among four different regions of PU activity:

a <1, B < 1,(Long-term activity region): in each spectrum band, there are long ON periods followed by long OFF periods.
o <1, B > 1, (High activity region): in each spectrum band, there are long ON periods followed by short OFF periods.
a > 1, B < 1, (Low activity region): in each spectrum band, there are short ON periods followed by long OFF periods

a > 1, 8 > 1, (Intermittent activity region): in each spectrum band, there are short ON periods followed by short OFF
periods.
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Fig. 9. The throughput of TCP NewReno for different values of PU activity ({«, 8)) is shown in Fig. 9(a). The CW size over time and the PU interference
events are depicted in Fig. 9(b).

Not surprisingly, TCP throughput is maximized when the CR users have more possibility to access the licensed spectrum
without interfering with the PU activity, i.e. in the low activity region in Fig. 9(a). When the PU activity is high in each spectrum
band, the CR users might need to frequently switch among the available channels, before finding a different vacant portion of
the spectrum. The additional delay introduced by the spectrum handoff operations might trigger RTO events and adversely
affect the end-to-end performance, for the same reasons described in Section 5.2.1. As a result, TCP experiences the lowest
throughput in the high activity region. Moreover, Fig. 9(a) shows that TCP performs better when there are long ON periods
followed by long OFF periods (i.e. in the long-term activity region) rather than when frequent ON/OFF switches occur (i.e. in
the intermittent activity region), in each primary band. This is due to the fact that when ON/OFF periods are very short a PU
might arrive during transmitting period of CR users, even if the channel was found free during sensing. In addition, a long
OFF-period allows the CR users to increase the CW significantly which leads to increase in throughput.

Fig. 9(b) shows the CW size over simulation time, for the configuration witho = 0.5, 8 = 0.5,t; = 0.2sand T, = 0.6 s.
In the same figure, we depict the events of PU interference over CR activity, i.e. the events where a PU starts transmitting
on the channel currently used by the CR users. As stated before, PU interference may cause packet losses at both sender and
receiver side, so that RTO events are triggered. This is shown in Fig. 9(b) by the fact that CW size is collapsed to one segment
in proximity of PU misdetection and interference events.

5.2.3. Channel heterogeneity analysis

Simulation setup. In the channel heterogeneity analysis, we consider the basic single-hop topology, but we remove the
assumption that all CR user channels have the same capacity. To evaluate the impact of channel heterogeneity on TCP
performance, we model a channel environment where the capacity of channel i is defined as follows:

DF\ ...
)/<1+7> ifi%2 =0

DF @)
]/(1-7) ifix2 =1

for0 < i < 5.FromEq. (8), it is easy to see that a switching operation from channel i to channeli+1 (0 < i < 4) produces an
increment/decrement of capacity equal to y - DF. In the following, we define DF as channel bandwidth differentiation factor,
because higher values of DF correspond to higher difference in raw bandwidth between adjacent channels. We set y equal
to 1 Mb/s. The o and 8 parameters are both equal to 0.5, while t; and T, are equal to 0.025 s and 1.0 s, respectively.
Simulation results. Fig. 10(a) and (b) show the TCP performance for the channel heterogeneity analysis. Fig. 10(a) shows
the TCP efficiency as a function of the DF factor, for different TCP versions. All TCPs experience the highest efficiency for
DF = 0.2, but are not able to dynamically adapt to bandwidth variation when DF increases. This is in accordance with the
results described in [29]. From Fig. 10(a), we can also see that TCP SACK enhances TCP NewReno and TCP Reno, for all the
values of DF. Fig. 10(b) shows the CW size over simulation time on the x-y axes for the configuration with DF = 1.6,i.e. when
large bandwidth variation is experienced by CR users after switching to operations. Moreover, we also show the available
bandwidth for CR users over simulation time on the x-y2 axes. Fig. 10(b) confirms that the CW of classical TCP is unable to
correctly track the available bandwidth. This is caused by the additive increase/multiplicative-decrease (AIMD) algorithm,
which performs the rate control in TCP. The AIMD algorithm combines linear growth of the CW size during the congestion
avoidance phase, with an exponential reduction when a congestion takes place. In the congestion avoidance phase, the CW
is increased by one segment every RTT. Such a conservative approach can be inadequate when a brief bandwidth increase is
experienced by CR users, because the spectrum opportunity is often lost before the CW has increased to half the segments

C@) =
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Fig. 11. The throughput of TCP NewReno with CRAHN model ON/OFF is shown in Fig. 11(a), as a function of the number of active connections between
the CR users. The average number of RTO events in the network (for second) is shown in Fig. 11(b).

that may be supported on the new channel (Fig. 10(b)). Analogously, the AIMD algorithm does not take into account the
events of bandwidth decrease, because it keeps growing the CW till a RTO event occurs. Fig. 10(b) shows that RTO events
are triggered in correspondence of bandwidth reduction.

5.2.4. Multi-hop topology analysis

In this section, we evaluate the TCP performance over generic random multi-hop topologies, and we show the aggregated
results when all the CRAHN characteristics discussed so far are enabled. The goal of the analysis is to highlight how such
characteristics might produce different results compared to traditional characteristics of ad hoc networks (e.g. nodes’
mobility), and thus to motivate the need for novel transport layer solutions for CRAHNs. We consider random topologies
composed of 25 mobile CR users over a simulation area of 1000 x 1000 m?. All the CR users move with uniform speed v
(2.5m/s < v < 4.0 m/s), and an average pause time of 3 s. We vary the number of active FTP-New Reno TCP connections,
from 2 up to 8, with these parameters for the CRAHN environment: « = 0.5, 8 = 0.5,t; = 0.2s,T, = 1s5,DF = 0.2.In
Fig. 11(a) and (b), we evaluate the performance of TCP NewReno, considering two different simulation models:

o CRAHN model ON: We use the CRAHN model described in Section 4, with the cognitive parameters stated above. We take
into account the impact of sensing time, PU activity and channel bandwidth variation on the end-to-end performance.

e CRAHN model OFF: We do not simulate the impact of CRAHN characteristics. At the MAC Layer, we use the traditional
802.11 MAC DCF scheme [39], without the modification described in Section 4. Basically, we evaluate the performance
of TCP NewReno in a traditional mobile ad hoc scenario, as addressed in [22].

Fig. 11(a) shows the TCP NewReno throughput as a function of the number of active connections between CR users (on
the x-axis). As expected, the configuration with CRAHN model OFF experiences higher throughput than the configuration
with CRAHN model ON, and the performance difference increases when more connections are added in the simulation
scenario. Fig. 11(b) provides an orthogonal view of system performance, by showing the average number of RTO events
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generated in the network (for seconds). As expected, RTO events increase when more flows are added into the network, as
a consequence of the increasing network congestion. However, additional RTO events are also triggered by link failures and
route reconfiguration caused by the nodes’ mobility [22]. Some TCP-variants proposed for ad hoc networks exploit network
feedback, which allows us to detect packet losses caused by mobility handoff or by network congestion [24]. This approach
might not work well over CRAHNs, where additional RTO events might be triggered by the sensing-induced delay, by the
handoff delay and by brief variations in channel capacity, as shown by Fig. 11(b).

5.2.5. Considerations

The sensing interval plays a critical role in deciding the optimal end-to-end TCP throughput. A short sensing interval
increases the risk of interfering with PU activities, while a long sensing interval increases the PU protection but reduces the
transmission opportunities for CR users. The transport layer should balance the tradeoff so that the throughput is maintained
at the desired level while the PU interference is minimized. Since the sensing cycle is implemented at the MAC/PHY layers,
explicit feedback should be used to inform the transport layer that a channel sensing event is being performed. Notifications
of sensing events might be exploited to adapt the flow control mechanism in TCP, by freezing the current TCP state during
sensing time intervals, or by reducing the sending rate, as proposed in [28].

When a PU is detected, the CR user should cease the current activity and move to another vacant portion of the spectrum.
However, while spectrum sensing is periodic and has a well-defined interval, the time taken to (i) search for a new channel,
(ii) coordinate with the next hop neighbor to find a mutually acceptable channel and (iii) notify such information at upper
layer is of an uncertain duration, and depends on the parameters describing the PU activity (e.g. («, 8)). Frequent or long
spectrum handoff events adversely affect the end-to-end performance.

TCP cannot effectively adapt to brief reductions/increases in channel capacity, due to the drawbacks of the AIMD
algorithm. We believe that the CW size in TCP must be scaled appropriately to meet the new channel conditions. To this
aim, TCP should be notified of the occurrence of a channel switching event by the link layer. Moreover, link layer metrics
should be used to estimate the raw bandwidth of the new channel.

6. Conclusions

In this paper, we have addressed the performance evaluation of end-to-end protocols over cognitive radio ad hoc
networks (CRAHNSs). To this aim, we have introduced NS2-CRAHN, an extension of the NS-2 simulation tool for the modeling
and simulation of CRAHNs. The NS2-CRAHN tool provides accurate modeling of PUs activities and CR users spectrum
management functionalities, including spectrum sensing, decision and mobility schemes. Moreover, it provides facilities
to support cross-layer information sharing among network protocols at different layers of the protocol stack. By using the
NS2-CRAHN, we have evaluated the impact of sensing-induced delay and primary users (PU) interference on the route
formation and maintenance process. We have also considered different routing metrics and discovery algorithms. Then,
we have studied the impact of specific characteristics of CRAHNs over TCP end-to-end performance, such as the sensing
cycle, the interference caused by PUs and the channel heterogeneity. We have evaluated different TCP versions, by varying
several network parameters over single-hop and multi-hop CRAHN topologies. Simulation results show that sensing time
interval and type of PU activity play a critical role in determining the stability of the route, as well as in deciding the TCP
performance. Moreover, simulation results stress that CRAHNSs characteristics are not present in traditional wireless ad hoc
networks, and that, among others, novel routing metrics and transport protocols should be designed for CRAHNs.
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