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Abstract—We propose a new cognitive technique for blind
adaptive beamforming which uses a pre-trained deep learning-
based signal classifier to protect a signal of interest (SOI) from
interference. The method is an application of transfer learning
since the features learned from noisy single-antenna captures are
transferred to the task of beamforming using an antenna array.
The proposed technique, called the classification-based transfer
learning (CBTL) beamformer, forms a beam towards the SOI and
nulls towards interference by maximizing a measure of classifica-
tion confidence for the SOL. It does not require synchronization to
the SOI or knowledge of the array manifold. We describe how the
beamformer is optimized and the desired characteristics of the
classifier. Extensive simulations show that the CBTL beamformer
can improve the array signal-to-interference-plus-noise ratio by 8
dB or more compared to state-of-the-art techniques when using
64 samples from a 4-element array, which can be useful for
dealing with dynamic environments. We validate this result using
real-world data from an open-access radio testbed. The novelty of
the proposed approach is in its ability to repurpose a classifier for
a task that it was not trained for, eliminate the need for training
data from an antenna array, and automate the development of
beamformers without relying on expert-designed features.

Index Terms—Array processing, blind beamforming, interfer-
ence suppression, signal classification, transfer learning.

I. INTRODUCTION

HE proliferation of wireless devices and increased de-

mands for bandwidth have led to crowded radio fre-
quency (RF) environments and the need for receivers to reject
interference rather than simply avoiding it. Uncooperative
transmissions from co-channel users can degrade communi-
cations and sensing performance and are typically difficult to
identify and resolve. Receivers with a large field of view,
such as those used with aircrafts, satellites, and skywave
propagation, can be especially prone to interference. Recent
examples with worldwide attention include the effects of 5G
cellular networks in C-band on essential services such as radar
altimeters and satellite Earth stations [2].
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Fig. 1. Block diagram of a system using the proposed CBTL beamformer,
which optimizes its weights to put gain on the SOI and null out interference
based on the confidence measure psoy from the pre-trained signal classifier.

Adaptive antenna array processing can protect a signal of
interest (SOI) from interference that arrives from a different
direction by applying a spatial filter at the receiver. However,
forming beams or nulls in specified directions often requires
a model of the array manifold and frequent calibration to
correct time-varying errors [3]. Conversely, blind beamformers
do not require knowing the directions of arrival or the array
manifold. They are insensitive to calibration errors and can
help boost transmission efficiency since they typically do not
depend on overhead (e.g., a preamble) to train the beamformer.
One class of blind techniques relies on developing an expert-
crafted feature for a SOI and optimizing the beamformer to
enhance that feature [4], [5]. These require detailed knowledge
of the waveforms and have a limited ability to generalize to
new SOIs. Another class is based on blind source separation
(BSS), which is an unsupervised learning approach that does
not require prior knowledge of the signals or how they interfere
[6], [7], [8]. This is useful for developing automated beam-
formers for new SOIs without a human in the loop. However,
they typically require thousands of stationary samples for good
performance [1], [9], which hinders their application to short
bursts of data or fast fading channels.

To overcome these limitations, we propose a new machine
learning (ML)-driven process wherein the features of a SOI
are automatically learned from a dataset of raw noisy in-
phase and quadrature (IQ) samples and then exploited for
blind beamforming. As shown in Fig. 1, we utilize inferences
from a deep learning (DL)-based signal classifier to learn a
beampattern that protects the SOI from interference. The clas-
sifier has been pre-trained to output a measure of confidence
that the SOI is present, which can be accomplished using
noisy captures from a single antenna. It is then deployed to
process the output of a trainable linear beamforming layer and
guide optimization of the beamforming weights to maximize
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this confidence measure for the received array data. We refer
to this technique as the classification-based transfer learning
(CBTL) beamformer since it exploits the features previously
learned by the classifier for the new task of beamforming.
The proposed technique aims to automate the development of
blind beamformers for new SOIs and improve the performance
by utilizing supervised learning. We demonstrate the CBTL
beamformer using a convolutional neural network (CNN) as
the signal classification model in this paper. However, the
concept easily extends to other ML models.

Several challenges needed to be addressed to realize the
CBTL beamformer. First, the measure of classification confi-
dence must be a proxy for the signal-to-interference-plus-noise
ratio (SINR) of the SOI, so that maximizing the confidence
also maximizes the SINR. We enabled this through a simple
calibration of the pre-trained CNN. Second, learning the
beamforming weights should converge quickly. We utilized a
spatial whitening pre-processor and pruned the parameters of
the CNN to facilitate this. Finally, the beamformer should be
able to extract a SOI even if the interference is from the same
class as the SOI. We instantiate multiple beamformers and
force their outputs to be decorrelated to separate the signals
in this case. The resulting technique is simple to integrate
and can help automate the electronic protection of receivers
that deal with many or novel SOIs, such as communications
gateways and spectrum monitoring systems.

A. Related Works

The established techniques for blind beamforming are based
on restoring a known property of a SOI, leveraging differences
between signals, or exploiting the statistical independence
of their sources. Known properties include cyclostationarity
[10], constant modulus [11], or the modulation alphabet [12].
These typically depend on an expert-crafted feature that has
a limited or no ability to automatically generalize to other
SOIs. Techniques which exploit differences between signals,
such as in their power levels [13], burst edges [4], or spec-
tral shapes [4], [7], are degraded without these differences.
Approaches based on BSS typically require thousands of
stationary samples for good performance [1], [9] and assume
mutually independent and non-Gaussian signals [6], [8], which
hinders their application to Gaussian-like modulations such as
orthogonal frequency division multiplexing (OFDM) [14].

Despite their limitations, the approaches based on BSS
reduce the need for expert design and can help automate the
processing for new SOIs without a human in the loop. We
briefly discuss three of the well-known techniques. The first
two use independent component analysis (ICA) but differ in
their implementation. The joint approximation diagonalization
of eigen-matrices (JADE) algorithm [6] exploits fourth-order
cumulants based on independent vectors having maximal auto-
cumulants and null cross-cumulants. JADE is deterministic
and has no parameters to tune. Complex fast ICA (cFastICA)
[8] is based on a popular algorithm for ICA and uses an
iterative procedure to maximize a measure of non-Gaussianity.
It randomly initializes the beamforming weights and proposes
several measures to aid in their adaptation. The third tech-
nique is the second-order blind identification (SOBI) algorithm

[7], which leverages spectral differences and can separate
Gaussian-like signals if they are not spectrally matched. It is
based on joint diagonalization of a user-specified number of
time-lagged spatial covariance matrices.

Utilizing additional information that may be available for
the SOI can improve the separation performance relative to
BSS [15]. This is known as informed source separation and has
received recent attention for target speech extraction (TSE) us-
ing microphone arrays and DL-based classifiers [16]. Although
DL-based classifiers have been used to optimize temporal
filters to compensate for RF channels [17], their application
to beamforming for RF signals has yet to be studied in
the literature. This concept poses new challenges, since the
techniques used for TSE typically rely on the signals being
sparse and disjoint in the time-frequency domain. RF signals
can have considerable overlap in this domain (e.g., in multi-
user communications systems) and more intricate features
must be learned to discriminate between them. Recent work
has shown that such features can be learned automatically
from raw 1Q data using DL, and their performance can exceed
classical techniques [18], [19], [20]. Our line of research
leverages this approach to learn the features of signals and
protect them from interference using a beamformer.

ML techniques for RF interference suppression and beam-
forming have also gained significant interest in recent years
[21], [22]. However, the existing techniques for blind beam-
forming require training data from (or generated by a model
of) an antenna array, and none appear to have been evaluated
using real-world data [23], [24], [25]. Transfer learning has
been studied and shown to improve the generalization of mod-
els for beamforming [26], [27], but these works used networks
that were explicitly designed and pre-trained for beamforming.
Alternatively, we propose optimizing the beamformer based on
the learnable structure of its output, which does not require
training data from an antenna array. This avoids the restrictions
of prior art and eliminates dependencies on the array manifold.
The proposed form of ML-driven beamforming for RF signals
does not appear to have been studied in the literature.

B. Motivation and Contributions

Motivated by the limitations of existing blind beamformers
and the need for more generic forms of interference rejec-
tion, we propose a new technique wherein features used to
classify a SOI are learned automatically from a noisy single
antenna dataset and then leveraged for beamforming. This
avoids time-consuming expert design and tedious performance
tuning while capitalizing on the versatility and success of DL-
based RF signal classifiers. Instead of training a beamforming
network from scratch, we apply transfer learning to train a
simple linear beamforming layer using knowledge previously
learned by the classifier. This saves time and cost, avoids the
requirement for a comprehensive training dataset containing
various mixtures of signals arriving at a particular antenna
array, and is simple to integrate with existing receivers.

In our preliminary work [1], we introduced the concept
behind the CBTL beamformer and used simulations to analyze
its performance. However, the beamformer converged slowly,
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could only form a single beam, and its evaluation was limited.
In this paper, we build upon and extend our prior work by
making the following contributions:

+ Novel ML-driven beamformer: we propose the CBTL
beamformer, a new technique which optimizes its weights
using a pre-trained DL-based signal classifier and transfer
learning. The classifier is pre-trained using raw IQ data to
automatically learn the features of a SOI and reduce the
need for expert design. To the best of our knowledge, this
is the first ML-driven beamformer that does not require
training data derived from an antenna array.

o Classifier calibration: we demonstrate the utility of
temperature scaling [28] for increasing the sensitivity be-
tween a pre-trained classifier’s confidence and the SINR.
This simple technique enables the CBTL beamformer to
be significantly more reliable and performant.

« Improved learning algorithm: options for spatial dimen-
sionality reduction and Gram-Schmidt orthonormalization
were incorporated to improve the performance and enable
forming multiple beams to extract additional signals. We
enhanced the convergence rate about tenfold by adapting
the learning rate and refining the stopping criteria.

« Extensive performance analysis: the CBTL beamformer
is thoroughly evaluated using simulations and compared
to several state-of-the-art techniques. We study its per-
formance under a variety of conditions, including in a
multi-user communications scenario where all signals are
from the same class. It typically achieves superior perfor-
mance compared to state-of-the-art blind beamformers,
especially when the sample support is small.

« Real-world evaluation: we validated the performance of
the CBTL beamformer using over-the-air data collected
using the open-access research testbed for next-generation
wireless networks (ORBIT) [29]. It performed close to
expectations despite real-world impairments that were not
included in the classifier’s training data. To the best of our
knowledge, this was the first evaluation of a ML-driven
blind beamformer using over-the-air data.

The remainder of this paper is organized as follows. Sec. II
defines the received signal model and the blind beamforming
problem. Sec. III presents the proposed CBTL beamformer and
the details of our implementation. Its performance is analyzed
using simulation experiments in Sec. IV and validated using
over-the-air data in Sec. V. We conclude and discuss future
work in Sec. VI. We plan to release our code and datasets to
the public upon publication of this paper.

II. RECEIVED SIGNAL MODEL AND PROBLEM STATEMENT

A complex baseband-equivalent model for M signals re-
ceived at an N-element antenna array at time ¢ is

M—-1
z2(t) = > awi(t) + n(t), 1)
=0

where a; is an N x 1 array response vector, y;(t) is the
signal received from source 4, and n(t) ~ CN(0,021) are
the receiver noises with powers o2. The signals are assumed
to use similar carrier frequencies which causes co-channel

interference. We assume that 1 < M < N with the exact value
of M unknown. We designate yo(t) as the SOI and y;o(t)
as interference. The array response vectors are modeled by
a; = ¥ O v;, where [¥],, = e/¥ and v, ~ U[0,27] for
n = {0,1,...,N — 1} are the unknown receiver calibration
errors and ® denotes the Hadamard product with the steering
vector v;. We assume the signal sources are distant and the
array elements are homogeneous, thus amplitude variations are
not considered in a;.

The steering vectors depend on the relative positions of the
antenna elements and sources. We consider a uniform linear
array (ULA) with half-wavelength spacing, where

[Vz(ev)]n _ 6j(nf(Nfl)/Z)Trcos(ei) (2)

and 6; is the signal’s angle of arrival. The SOI arrives from
an unknown angle 6, while the interferers arrive from angles

0iz0 = 0o + mi2sin" ! (2/N), 3)

where 7); scales the null-to-null beamwidth of the ULA [30].

The signals y; (t) are assumed to be narrowband, i.e., having
a bandwidth B; Hz that satisfies B;Tmax << 1 where Tax
seconds is the maximum difference in arrival times between
any two elements of the array. Therefore, the differences in
arrival times for y;(¢) can be approximated by the phase shifts
in v;, and the channels are not frequency selective [30]. Each
signal is received with an unknown time offset 7; seconds,
frequency offset f; Hz, and phase ¢; rad,

Yi(t) = @it + 1)l CTIitH00, 4)

where z;(t) is the signal sent by source i. Each element of the
array is sampled at a rate of Fy > By samples/s to produce
an N x L matrix of IQ samples Z with columns z(l/Fy) for
1={0,1,...,L—1}. We assume the channel is stationary for
the L samples in Z. The received signal-to-noise ratio (SNR),
interference-to-noise ratio (INR), and SINR per element are

SNR = 02 /02, (5)
M-1

INR = > 07/02, and (6)
=1

SINR = SNR/(1 + INR), (7)

where o2 is the power of the 1 x L sampled signal vector y;.
The general problem is to estimate an N x 1 beamforming
weight vector w to enhance the communications and sensing
performance by minimizing the interference and noise power
received with the SOI y(. Formally, we aim to find w to
minimize the mean-square error
wopr = argmin E[(Yo — yo)?] (8)
w
where yo = w''Z is the output of the beamformer. This is
optimally accomplished by wopr x R Lag [30], where

M-1
R, = Y ojaal + o0l 9)

i=1
is the spatial covariance matrix of the interference-plus-noise
and ay is the array response of the SOI. wopr also maximizes
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TABLE I
SUMMARY OF THE MAIN SYMBOLS USED IN SEC. III.
Symbol | Definition
N Number of antenna elements
L Number of IQ samples per antenna element
V/ N x L matrix of IQ samples from the antenna array
w N X 1 vector of beamforming weights
S Assumed dimensionality of the signal subspace
Q S x N whitening and subspace projection matrix (18)

Zq Z after whitening and dimensionality reduction, Zq = QZ

wQ w optimized for Zq, QHWQ =w

Yo Output of the beamforming layer, yo = wHZ

PSor Probability that yo belongs to the same class as the SOI
L Negative log-likelihood loss function
K Convolutional filter kernel size within the classifier

T Temperature scaling of the classifier’s outputs

the array signal-to-interference-plus-noise ratio (ASINR) [30],
which is typically used to judge the quality of a received signal
after beamforming. This is defined by

wHRw

ASINR = ————
wHR, w’

(10)
where Rs = o2apall is the spatial covariance matrix of the
SOL. The goal in this paper is to use the confidence of a pre-
trained DL-based classifier as a proxy for the ASINR and adapt
w to maximize the confidence and hence approximate wopr
without any prior knowledge about the waveform structure
of yg. Sec. Il describes this in detail and formulates the
optimization problem solved in place of (8).

III. THE PROPOSED BEAMFORMER

As shown in Fig. 1, the proposed design prepends a linear
beamforming layer with weights w to a pre-trained DL-based
signal classifier and optimizes w based on knowledge previ-
ously learned by the classifier. The classifier, which has been
trained to recognize properties of the SOI without knowledge
of the antenna array or beamformer, processes the beamformed
output y = w!’Z with its parameters frozen and predicts the
probability psop that ¥ belongs to the same class as the SOI.
Intuitively, psor should be large if the beamformer puts gain
on the SOI and nulls on interference. We build on this intuition
by using the classifier as a feature extractor for the SOI and
using transfer learning [31] to train the beamforming layer to
maximize psor. The following subsections describe the CBTL
beamformer and classification model used in this paper. The
main symbols used in this section are summarized in Table I.

A. Classification-Based Transfer Learning Beamformer

This section describes how the classifier is used to train the
beamforming layer. First, we introduce the general concept
and a simple method to increase the sensitivity of a pre-trained
classifier to the ASINR. Then, we discuss our design choices,
specify an algorithm for training the beamforming layer, and
provide the details of our implementation.

1) General Approach: We model the classification function
as f(y) = p, where y is a vector of L complex samples and
p is a vector of likelihoods p; = p(class = i|y), i.e., the
probabilities of y belonging to class ¢ = {0,1,...,C — 1}

where C is the number of classes. The classifier’s output for
the beamformed signal f(w® Z) depends on the beamforming
weights, hence they can be trained to minimize a loss function
L = L(w]|©®,Z) where © are the frozen parameters of the
classifier. Denoting class 0 as the SOI, fo(WHZ) = psor as
its classification function, and £ = — log(psor) as the negative
log-likelihood loss function, the optimization problem is

(1)
12)

weprL = argmin £L(w|©, Z)
w

= argmax fo(w!’Z),

which is challenging to solve because fo(-) is generally
nonlinear and ® typically contains thousands of parameters.
However, we can use the chain rule for derivatives and
backpropagation to compute the gradient of £ with respect
to the classifier’s input, 9L/0y*. We can then compute the
gradient of £ with respect to w,

oLN"t _ oL (oy Y
ow ~ Oy* ow*

(VL) = V£ x ZH

(13)
(14)

and use a gradient descent method to update w’ to minimize
L and solve (11). The process of beamforming, classification,
backpropagation, and updating w repeats until convergence.
We note the use of the conjugate derivatives in (13) [32].

2) Calibration of the Classifier: The proposed algorithm
assumes that maximizing psor will improve the ASINR. How-
ever, it may only reach the minimum ASINR required for con-
fident classification, which may be insufficient for other forms
of processing (e.g., demodulation). It would be a significant
limitation if the classifier were to restrict the ASINR to below
what could be theoretically achieved. Overcoming this requires
psor to be sensitive to, and ideally monotonically increasing
with, the ASINR. We were unable to find evidence of this
for the DL-based signal classifiers in the literature. However,
[19] and [33] show that their accuracy tends to increase with
the SINR and saturate once a threshold has been reached.
We propose using temperature scaling [28] to mitigate any
corresponding saturation in psor and increase the classifier’s
sensitivity to the ASINR. The modified likelihoods are

T

bk
Sl
where the temperature 7' > 0 controls the model’s confidence.
Its uncertainty is increased when 7' > 1, which prevents psor
from saturating and can help the ASINR to continue to grow.
We empirically determined a setting for 7" in Sec. IV-B by
testing a pre-trained classifier with a range of SINRs and then
choosing T’ to increase the sensitivity of psor to the SINR.

3) Optimizing the Weights: We made three design choices
to enhance the optimization of w. First, Z is spatially
whitened, a procedure often used to reduce the complexity [34]
and increase the convergence rate by reducing the eigenvalue
spread of the sample covariance matrix [35]

Pi 5)

R=(Z-2)(z-7)", (16)
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Fig. 2. Block diagram of the CBTL beamformer showing the whitening pre-
processor and iterative optimization procedure.

where Z is the mean of Z along its rows. We perform principal
component analysis (PCA)-based whitening with an option for
dimensionality reduction [34], which uses the decomposition
R = UAU# where U is a unitary matrix of eigenvectors and
A is a diagonal matrix of eigenvalues. The whitened data is

Zq = (As —Ish,)"YV2UlZ A7)
=QZ, (18)

where Ag is a diagonal matrix of the .S largest eigenvalues in
A, Ug contains their associated eigenvectors, Ig is a S x .S
identity matrix, and ), is the mean of the eigenvalues not
in Ag. This projects Z onto the signal subspace if S is the
same as the number of signals M, which reduces its spatial
dimension and often reduces the noise. One may assume S =
N if M is unknown, in which case A,, = 0, Q7 Q = Rfl, and
the covariance matrix of Zq has equalized eigenvalues. In any
event, the beamformer now operates in the whitened domain,
Yo = wg Zq, as do its updates from (14). We note that when
S = N, the equivalent updates to w are R’1Z(Vy3 L), This
resembles a typical form of the adaptive weights with V- L
in place of the unknown SOI yq and relates our method to the
orthogonalized least mean square algorithm [36]. However, we
learn w to minimize E[(Vy:L£)?] instead of E[(yo — yo)?],
since this can be done without knowledge of yj.

Second, we optimize wg using complex stochastic gra-
dient descent (SGD) with momentum [35] to accelerate the
convergence. We note that there is no specific dependence
on SGD and other complex gradient-based optimization algo-
rithms may be used instead. Third, we perform Gram-Schmidt
orthonormalization [37] after SGD,

wq — wq - WWhwq (19)
wQ
wq ¢ ——, (20)
T flwals

where W is a S x .S matrix initialized to 0 and then populated
with any previous solutions for wq on its columns (which
are orthonormal as a result of this procedure). This enables
the beamformer to extract multiple signals of the same class
through sequential runs, since orthonormal sets of weights
applied to the whitened data ensure uncorrelated outputs. The
resulting algorithm is specified in Alg. 1 and its block diagram
is shown in Fig. 2.

4) Implementation Details: The performance of Alg. 1
depends on the classifier and several parameters. We typically

Algorithm 1 CBTL Beamformer Weight Optimization
1: Inputs: array data Z, dimensionality S < N, learning
rates i = [po, fi1,...| for all iterations, momentum v,
prior weights W.
2: Initialize: choose weights Wg,o and orthonormalize using
(19) and (20), n < 0, pmax < 0, and g < O.
3: Whiten: Zq < QZ using (18).
4: while convergence criteria not satisfied (e.g., (21)) do
5. Beamform: yo + w§ , Zq.
6
7
8

Classify: Psor < fo(yo)
Calibrate psor using (15).
. if Psor Z Pmax then
o: WL < W@ and Prmax < Ppsor, as per (12).
10  end if
11:  Compute Loss: £ < —log(psor)-
12: Backpropagate: V£ < Z* x (Vg L)
13 Optimize: W@ .1 < WG, — fin(Vwo L+ v8).
14:  Orthonormalize w¢j ,,,, using (19) and (20).
15 g« VyoL+vgandn <« n+1.
16: end while
17: return wlhy and estimated SOI yo «+ wisp Zq.

assumed S = N and initialized the real and imaginary
components of Wg by sampling from U[—S~1/2, S~1/2] [38].
We found through the simulations in Sec. IV that an initial
learning rate of pp = 0.2 and momentum of v = 0.9 worked
well, and that p,, = (1 — psor)? for n > 1 accelerated the
convergence. We ran a minimum of 25 iterations, maximum
of 100 iterations, and declared convergence if

||(‘Wg,n| - |Wg,n+1|)||1 < 107°.

We implemented Alg. 1 using PyTorch, and now discuss the
classifier used in our work.

2L

B. Binary Signal Classification Model

Numerous DL-based RF signal classification models have
been studied in the literature and architectures based on CNNs
have been widely adopted. The subject of our work is in the
application of these models to beamforming and not in the
design of the classifier itself. We assume that the pre-trained
classifier can discriminate between the SOI and interference
to guide beamforming. Based on the scope of our work, we
opted to use an existing model with proven performance and
made efforts to reduce its complexity for use in Alg. 1.

Our model was a modified version of a baseline CNN that
classified 11 types of modulations from raw IQ samples [39].
The baseline model took an input y of L samples, normalized
it for unit power, split it into real and imaginary channels,
and processed them using a network with six convolutional
layers and one fully connected layer. First, we reduced the
baseline model’s scope from multi-class to one-vs-rest binary
classification since it only needs to predict if y came from the
same distribution as the SOI. Next, we pruned the baseline
model by removing three of the hidden layers and modifying
it for a single output. The resulting CNN is shown in Fig. 3 and
was implemented using PyTorch. Our modifications reduced
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Fig. 3. Structure of the binary classification CNN used in this work. The layer
names correspond to the PyTorch library, and their output sizes (channels x
width) are shown below them.

the number of parameters from 11936x+ 1034 to 1184x+249,
where k is the size of the convolutional filter kernels, which
reduced the number of classifier-related operations in Alg. 1
from about 1984« L to 832k L. Finally, the baseline model used
x = 8, and we reduced this to x = 2 unless noted otherwise.

The classifier was trained using a dataset D = [Dsor; Dot
where Dgo; and Dyor were K x L matrices containing K
training waveforms for the SOI and the interference, and the
corresponding target classification outputs I = [1,0]%, where
the first K entries were 1 (i.e., contained the SOI) and the
last K entries were O (i.e., did not contain the SOI). The size
and contents of D are discussed in Sec. IV. The parameters
of the CNN were optimized following [39]: using mini-batch
SGD with mini-batches of 256 randomly selected waveforms,
an initial learning rate of py = 0.02, momentum v = 0.9, and
decaying 11y by a factor of 0.1 every 9 epochs. Each epoch used
80% of Dso; and Dyor for optimization and the remaining
20% for validation. The objective was to minimize the binary
cross-entropy loss function

K,—1

L, = 3" lilog (psori) +(1-1i) log (1—psor), (22)
1=0

1
K,
where K, was the number of validation waveforms and ;
were their corresponding targets from L. We used 5-fold cross-
validation and trained the model for 30 epochs each time. The
model that minimized £, was saved as a pre-trained classifier.

IV. SIMULATED PERFORMANCE ANALYSIS

In this section, we use synthetic datasets and Monte Carlo
simulation experiments to analyze the performance of the
CBTL beamformer. We first describe the baseline scenario,
datasets, and pre-training of the classifier. Next, we define
the benchmarks and analyze the beamforming performance
as functions of the sample support, SNR, and number of
antennas. Finally, we demonstrate the versatility of the pro-
posed technique by applying it to two additional scenarios
that can challenge other blind beamformers: (i) multi-user
communications with spectrally matched interference, and (ii)
separation of an OFDM SOI from full-band interference.

A. Baseline Scenario and Datasets

The baseline scenario involves a SOI yo(¢) and interference
y1 () arriving at an antenna array from unknown but different
directions. A 16-quadrature amplitude modulation (QAM)

TABLE II
MAIN PARAMETERS USED IN THE BASELINE SIMULATION EXPERIMENTS.
Component Parameter Value
Carrier Frequency f. 915 MHz
Modulation RRC-filtered 16-QAM
SOI Symbol Rate 100 Ksymbols/s
Angle of Arrival 6 U[0°,180°]
SNR Varies
Frequency Error fo U[—4575,4575] Hz
Phase Error ¢q U[—180°,180°
Channel Time Delay 7o Z/{[ [0,1] symbol]
Sample Support L Varies
Modulation Full-band AWGN
Interference Angle of Arrival 61 6o £ 30°
INR 40 dB
Receiver Antenna Array ULA with various N
Sample Rate f 200 Ksamples/s

signal is used as the SOI since it is common in practice
and modulates both the carrier amplitude and phase. The
interference is specified to uniformly cover the frequency
band, which is often the most damaging type of interference,
and is modeled by additive white Gaussian noise (AWGN),

y1(t) ~ CN(0,07). (23)

We now describe the noisy single antenna training dataset D
and testing dataset D’ for the SOI. The main parameters of
the baseline simulation experiments are shown in Table II.

Training Dataset: We generated D using randomized 16-
QAM symbols and a root-raised cosine (RRC) filter with a
roll-off of 1 and span of 12 symbols. The carrier frequency was
fe = 915 MHz, the symbol rate was 100 Ksymbols/s, and the
sample rate was f, = 200 Ksamples/s (i.e., the Nyquist rate).
The received signal was modeled based on (4) with a clock
offset of € ~ U[—€max; Emax| parts-per-million, phase rotation
of ¢g ~ U[—180°,180°], and time delay of 7o ~ U[0,2/ f]
seconds. We used €,x = 5 for errors up to fo = +4575
Hz in f. and £1 sample/s in f,. The size of D was limited
2% 108 consecutive 1Q samples, it did not contain the transient
response of the RRC filter, and AWGN was applied such that
its SNR was 20 dB.

Testing Dataset: A testing dataset D’ was generated using
independent realizations of the SOI not contained in the train-
ing data. We generated 10? realizations of 16384 IQ samples,
where each realization included randomized and filtered 16-
QAM symbols with random clock offsets, phase rotations, and
time delays following the models and distributions specified
for D. Noise and interference were added to the the testing
dataset to calibrate the classifier in Sec. IV-B and to generate
the received array data in Sec. IV-D through IV-H.

B. Classifier Pre-Training and Calibration

Since D was relatively small and only represented a single
transmitter, we augmented it based on (4) to generate a larger
dataset Dgo; for training the classifier. Each row in Dgoy
contained a waveform that was generated by randomly se-
lecting L consecutive IQ samples from D and then applying a
random clock offset, phase rotation, and time delay distributed
as in Sec. IV-A. We generated K = 10° waveforms to help
the classifier learn to be robust to synchronization errors. We
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generated Dyor using (23) and matched its size to Dgop. Each
waveform in Dgor and Dot was normalized for unit power.

Classifiers with kernel sizes of K = 2 were trained for
L = 2¢ Nyquist samples with i = {3,4,...,14} using the
procedure described in Sec. III-B. We used a NVIDIA V100
graphics processing unit (GPU) and the total training time
ranged from 8 minutes when L = 8 samples to 221 minutes
when L = 16384 samples. The validation loss converged
in all cases and ranged from -3.2 when L = 8 samples
(validation accuracy of 98.5%) to —-9.7 when L = 16384
samples (validation accuracy of 100%). Temperature scaling
was then applied using (15) to calibrate the trained classifiers.
We determined a setting for 7" by testing the classifiers using
D’ and analyzing their predictions pso; as T' was varied. The
test inputs to the classifiers consisted of L samples from each
waveform in D’ with AWGN applied for a SNR of 20 dB and
interference applied for SINRs between —10 dB and 15 dB.

Fig. 4 shows the results of 10* tests when L = 64
Nyquist samples. The median of psor is reported in Fig. 4a
since the distributions tended to be skewed. We observed that
psor typically saturated around a SINR of 10 dB without
temperature scaling (i.e., 7= 1 in (15)). Increasing T helped
to prevent this and made the standard deviations of pso;r more
uniform across SINR. This is further illustrated in Fig. 4b,
which shows the empirical cumulative distribution functions
(CDFs) of psor at different SINRs. 7' should ideally be large
enough for a high probability of improving the SINR when
psor 1s maximized but small enough for psor to remain as
sensitive as possible to the SINR so that Alg. 1 can converge
quickly. We found that 7" = 4 was a good choice for this
classifier. Fig. 5 shows that 7' = 4 also worked well for
other values of L, and that increasing L reduced the standard
deviations of psor.

C. Beamforming Performance Metric and Benchmarks

We assessed the performance of a set of beamforming
weights w based on the ASINR as defined in (10). As dis-
cussed in Sec. II, the ASINR is maximized by wopr x R, Lag.
We use wopr = (Ry'ag)/(al R,1ag), which we refer to
as the optimal beamformer and its performance serves as the
theoretical upper bound. When w must be estimated using
the given array data Z, the ASINR can be maximized by
wise = (ZZ)"1Zyl! [30]. We refer to this as the least
squares estimator (LSE) beamformer, and it requires knowing
the desired output of the beamformer y(. This is typically a
training signal that has been embedded within the SOI and
the receiver must synchronize to this signal which presents a
challenge in practice. We do not address this challenge and
assume perfect synchronization for the LSE beamformer.

Several expert-designed and BSS-based beamformers dis-
cussed in Sec. I-A were considered as more practical bench-
marks. We refer to these and CBTL as uninformed beamform-
ers since they do not rely on an embedded training signal. We
included the least squares constant modulus algorithm (LS-
CMA) [40], which operated in the whitened domain, had its
cost function customized for the average amplitude of 16-
QAM [41] learned from the training dataset, and ran up to 100
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Fig. 5. Empirical CDFs of pgor with different sample supports and 7" = 4.

iterations or terminated according to (21). We also included
the phase-self-coherence restoral (P-SCORE) algorithm [10],
which was hand-crafted to exploit the self-coherence of 16-
QAM at a multiple of its symbol rate. The BSS-based beam-
formers included implementations of JADE [42], cFastICA
[43], and SOBI [44] with their default parameters.

The LS-CMA, BSS-based, and CBTL beamformers learned
weights in the whitened domain, hence the transformation
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w = Qffwq with Q from (17) was applied prior to com-
puting the ASINR. The LSE, SOBI, and CBTL beamformers
processed samples directly from the datasets at the Nyquist
rate, while the others interpolated the data by a factor of two
prior to processing. This was necessary for our configuration
of the P-SCORE algorithm and was empirically found to im-
prove the performance of the LS-CMA, JADE, and cFastICA
beamformers for 16-QAM.

We assumed there was no prior knowledge for w and
estimated it for each realization of Z. Unless stated otherwise,
the number of signals was assumed to be unknown. Therefore,
we set S = N in (17), used each beamformer to estimate
N weight vectors, and selected the one that maximized the
ASINR. In practice, the BSS-based beamformers require ad-
ditional processing to detect the SOI among their N outputs,
while the others are designed to restore the desired signal
properties (i.e., constant modulus, self-coherence frequency,
or signal classification).

D. Performance with Different Sample Supports

The ability to estimate a beamformer using a small amount
of data is important for applications involving short data bursts
or dynamic RF environments. We now study the performance
of the CBTL beamformer as the number of Nyquist samples
available for processing are varied. We modeled a N = 4
element ULA with the SOI arriving from a random angle
6o ~ U[0°,180°] and the interference arriving with a null-
to-null beamwidth separation of 7y = =40.5 in (3), i.e.,
6, = 0y £+ 30° with the sign chosen at random but constrained
such that 6; € [0°,180°]. We generated 10* realizations of Z
for testing using the SOI waveforms from D’ and interference
from (23) in our model (1). The per-element SNR was 20
dB, and the per-element INR was 40 dB. Each realization
contained independent receiver calibration errors and steering
vectors. The CBTL beamformer used the pre-trained classifiers
from Sec. IV-B with T' = 4.

The results of estimating the beamformers as the number
of Nyquist samples L was varied are shown in Fig. 6. We
found that the CBTL beamformer typically achieved superior
ASINRs compared to the other uninformed beamformers. The
median ASINRs are reported in Fig. 6a since the distributions
tended to be skewed. The typical gains when L = 64 samples
ranged from 14.6 dB to 8.3 dB. The performance of all non-
optimal techniques increased with L, and the LSE beamformer
converged to optimal when L = 64 samples. The SOBI and
CBTL beamformers converged to optimal when L = 16384
samples and the others were 0.6 dB to 1.2 dB worse.

We found that the convergence rate of the CBTL beam-
former was 100% for L > 512 samples and was reduced
for smaller sample supports: examples include 59%, 83%,
and 95% for L = 8, 16, and 128 samples. Examples of the
convergence and learned beampattern when L = 1024 samples
are shown in Fig. 7. Fig. 7a shows that pso; and the ASINR
both increased rapidly during the first few iterations and the
ASINR improved substantially even as psor became close to its
maximum. Fig. 7b shows the Array Gain = |w!v(6)|2, where
0 € [0°,180°], |[w]lz = 1, and ¥ = 1 (i.e., no receiver cali-
bration errors). Interestingly, the CBTL beampattern appeared
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to primarily utilize only two of the four available degrees of
freedom by forming a single null.
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E. Performance with Different Signal-to-Noise Ratios

Adaptive beamforming is typically challenged by low SNRs.
To investigate this, we repeated the experiments from Sec.
IV-D and varied the per-element SNR while L was fixed at 64
samples. As shown in Fig. 8, the CBTL beamformer typically
outperformed the other uninformed techniques regardless of
the SNR. The results also show that all uninformed beam-
formers were limited by the sample support, since they did
not improve once a certain SNR was reached. We observed
reduced convergence rates for the CBTL beamformer when the
SNR was low, with 31% at 0 dB, 80% at 5 dB, and greater
than 90% for SNRs > 10 dB. The convergence rate improved
as L increased, for example, to 91% when L = 256 samples
and the SNR was 5 dB.

FE. Performance with Different Numbers of Array Elements

Increasing the number of antenna elements /N can enable
larger array gains and the ability to null additional sources
of interference. However, the beamforming performance can
degrade if the sample support does not grow with N. We
investigated this degradation by repeating the experiments
from Sec. IV-D with L fixed at 256 samples and N = 2 to
10 elements in the ULA. The results are shown in Fig. 9. We
found that the performance of the CBTL beamformer degraded
at a slower rate than the other uninformed beamformers. Its
ASINR was typically reduced by 5 dB over this range of N,
whereas the ASINRs for the P-SCORE beamformer declined
by about 10 dB and the rest declined by nearly 20 dB. This
experiment also revealed that the number of iterations required
by the CBTL beamformer increased about linearly with N,
with 36, 64, and 84 being the mean numbers of iterations when
N = 2,5, and 8, respectively. The corresponding convergence
rates were 100%, 97%, and 76%.

Computational complexity is of interest for systems that
require a low processing latency. We repeated the previous
experiment while measuring the runtimes of the uninformed
beamformers as N and L were varied to help understand
their computational requirements. This was carried out on an
Apple MacBook Pro with the CBTL beamformer implemented

Number of Array Elements N

Fig. 9. Median ASINRs for different numbers of antenna elements.

using PyTorch and the others implemented using MATLAB.
We ran the CBTL beamformer on the central processing unit
(CPU) instead of the GPU for a fair comparison to the other
techniques. The experiments did not reduce the dimension
of Z and measured the time each method took to produce
beamforming weights for the SOI. The results are shown in
Table III. The CBTL beamformer consistently achieved the
highest ASINRs but was the slowest until N and L became
large. This was due to the large number of operations required
for the CNN, which may be alleviated by compressing the
model or leveraging the parallel nature of its operations.

PCA may be used in practice to estimate the number of
signals M and project Z onto a lower dimensional space
before beamforming. This can improve the performance, as
discussed in Sec. III-A3. However, it can null the SOI if it is
not included in the reduced subspace (e.g., if the eigenvalue
associated with the SOI is not among the S largest eigenvalues
in (17)). We investigated the performance improvement by
repeating the experiments with N = 8 elements, L = 256
samples, and varying the assumed size of the signal subspace
S in (17) when reducing the dimensionality of Z. We used
an existing option for this in JADE and implemented similar
options in the other uninformed beamformers. Fig. 10 shows
that the performance of all techniques improved as S became
closer to M, but the CBTL beamformer was still superior and
remarkably less dependent on detecting the number of signals
arriving at the array.

G. Multi-User Communications Scenario

In multi-user communication systems, spatially diverse
transmitters may use the same frequency channel simultane-
ously to increase the system capacity. Beamforming is often
utilized by multi-user receivers to separate co-channel SOlIs,
which in principle can be done by exploiting the diversity
among their array response vectors. Running the CBTL beam-
former with the constraint that its weights be orthonormal
to any previously estimated weights, as in (19) and (20),
ensures extracting uncorrelated signals. However, the classifier
must be sensitive to the interference between SOIs to prevent
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TABLE III
MEDIAN RUNTIMES (MILLISECONDS) AND ASINRS (DECIBELS) ON AN APPLE M3 Max CPU.
LS-CMA P-SCORE JADE cFastICA SOBI CBTL
N L Time | ASINR | Time | ASINR | Time | ASINR | Time | ASINR | Time | ASINR | Time | ASINR
64 0.7 -5.5 0.1 6.7 1.6 1.2 1.1 0.3 0.7 42 255 15.1
4 256 1.0 11.2 0.1 132 5.7 8.2 1.3 8.5 1.4 14.7 24.8 19.6
1024 0.9 19.0 0.1 18.2 19.7 17.1 2.3 17.8 2.7 22.1 25.4 22.7
64 0.6 -10.2 0.1 0.4 5.0 -2.7 6.5 -4.1 52 -1.5 39.0 8.6
8 256 1.3 -10.2 0.1 8.9 25.8 -1.2 10.6 -4.0 16.4 3.8 379 16.3
1024 2.7 15.2 0.2 15.0 78.5 11.5 229 9.5 214 19.8 36.2 21.4
64 0.7 -13.9 0.2 -12.6 16.3 -6.1 86.5 -6.8 455 -4.7 39.8 -4.0
16 256 1.4 -13.1 0.3 4.4 79.7 -5.8 157.4 7.1 218.3 -3.9 42.7 12.0
1024 10.1 -13.7 0.9 11.6 261.3 -4.0 350.0 -7.1 1044.2 13.8 53.5 19.1
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Fig. 10. The effect of dimensionality reduction for 8 antennas and 2 signals.

learning beampatterns that have gain towards multiple SOIs
simultaneously. In this section, we demonstrate that a simple
modification to the pre-training of the classifier can enable
good beamforming performance for multi-user systems.

The scenario from Sec. IV-A was modified such that the
interference was due to 16-QAM signals from other simulated
users. To accommodate this new scenario, we retrained the
classifier following Sec. IV-B except with Dnxor = Dsor +
circshift(Dgsor), where cireshift(-) is a circular shift of the
rows, to provide the classifier examples of the interference be-
tween independent SOIs. Then, we generated 10* realizations
of Z for testing with an N = 4 element ULA andupto M =4
independent signals from D’ in (1). The signals each had a per-
element SNR of 20 dB and arrived from angles based on (3)
with 8y = 65° and n; = 0.5¢ for ¢ = {1, 2, 3}. Each realization
of Z contained L = 256 Nyquist samples and independent
receiver calibration errors. The CBTL beamformer used the
retrained classifier with the same temperature scaling (i.e.,
T = 4). The orthonormalization constraint from (19) and (20)
was used by the LS-CMA beamformer to form multiple beams.

The results for the multi-user scenario are shown in Fig.
11. We found that the CBTL beamformer successfully ex-
tracted each of the SOIs and typically outperformed the other
uninformed beamformers. It had a typical performance loss
of 1.4 dB between one SOI with no interference and three
interferers present. The performance of SOBI significantly
decreased as the number of co-channel signals increased; this
was expected because they did not have appreciable spectral
differences. Interestingly, the performance of JADE and P-
SCORE increased with the number of signals, and P-SCORE
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Fig. 11. Median ASINRs for the multi-user communications scenario.

outperformed the CBTL beamformer by 0.5 dB when M = 4.

H. OFDM Scenario

This section investigates another modification to the sce-
nario from Sec. IV-A by changing the modulation of the SOI
to OFDM. OFDM is widely used by modern wireless systems
and can challenge blind beamformers since it is not constant
modulus, uses a long symbol duration, and has a Gaussian-like
distribution if the number of subcarriers is large [14].

First, the classifiers were retrained for the new SOI. The
OFDM signal used symbols with 1024 subcarriers, all modu-
lated using quadrature phase shift keying symbols, and a cyclic
prefix of 72 samples. The training and testing datasets (D and
D’) were generated based on the procedures from Sec. IV-A.
However, the OFDM symbol rate was 100 symbols/s, and the
sample rate was f, = 137 Ksamples/s (i.e., 25% greater than
the Nyquist rate). D was generated with 1.37x 10® consecutive
IQ samples and the waveform began at a random time offset
into the first OFDM symbol, 79 ~ U[0, 1370/ fs] seconds. We
augmented D to generate Dgo; with K = 10* waveforms and
trained the classifiers as in Sec. IV-B except with a kernel size
of kK = 8 to minimize the validation loss (22). A temperature
scaling of T' = 4 once again introduced the desired sensitivity
between pso; and the SINR.

The experiments from Sec. IV-D were then repeated using
realizations of the OFDM SOI from D’ with a per-element
SNR of 10 dB and AWGN interference with a per-element
INR of 30 dB. The LS-CMA beamformer was configured
based on the average signal amplitude from the training data
and the P-SCORE beamformer was designed to detect the
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Fig. 12. Median ASINRs for different sample supports with the OFDM SOI.

cyclic prefix and self-coherence frequency at a multiple of the
OFDM symbol rate. As before, the LSE, SOBI, and CBTL
beamformers processed samples directly from the datasets
while the other techniques interpolated the data by a factor
of two prior to processing. The results are shown in Fig. 12.
As expected, the LS-CMA, JADE, and cFastICA beamformers
were unable to extract the SOI. The SOBI and P-SCORE
beamformers did not have the same limitation; however, due to
the large spectral overlap between the SOI and interference and
the need to observe multiple OFDM symbols, they required
about 16 and 370 times more Nyquist samples than the CBTL
beamformer for the typical ASINR to be 10 dB. These results
demonstrate that the CBTL beamformer is versatile and can
achieve good performance with signals that challenge other
techniques.

V. RADIO TESTBED-BASED PERFORMANCE VALIDATION

Although the simulated results from the previous section
were encouraging, they were based on processing datasets
that had been generated using a simple model of the received
data. Real-world RF signals experience impairments due to
hardware imperfections, multipath interference, and other phe-
nomena. It is intractable to train the classifier for each of these
and unrealistic to assume that the training and test data will
follow the same distribution. In this section, we validate the
performance from Sec. IV-D by processing over-the-air signals
collected using the ORBIT testbed [29] without retraining the
classifiers used by the CBTL beamformer. This represents
the practical situation where the classifier’s training data is
collected in one environment and the beamformer is deployed
to another. We now discuss the experimental configuration,
datasets collected, processing methodology, and results.

A. Configuration

We used the ORBIT radio grid due to its maturity and
accessibility. This testbed is located indoors and contains 400
ceiling-suspended nodes arranged in a 20 m x 20 m grid. Uni-
versal software radio peripheral (USRP) B210-equipped nodes
were used as transmitters and one of the USRP X310-based

Interferer 2

Interferer 1

4 8 12 16 20
Abscissa (m)

(a) The ORBIT radio grid (left) and layout of the nodes used in our

experiments (right), with images from [45].
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Fig. 13. The configuration of our experiments on the ORBIT radio grid.

mini-racks [45] was used as a receive array. The layout of
the nodes is shown in Fig. 13a. Using the nomenclature from
[45], we used node3-19 to transmit the SOI, node3-2 (location
1) or nodel3-7 (location 2) to transmit interference, and the
mini-rack underneath node20-1 to collect raw 1Q samples for
post-processing. The nominal carrier frequency was f. = 5.4
GHz (wavelength A\, = 5.55 cm). Signals were captured using
N = 4 antennas on top of the mini-rack, specifically the RX2
ports of the UBX daughterboards in devices 24-1 and 24-2,
forming a ULA with 10.16 cm (d = 1.83).) of separation
between the antennas. The null-to-null beamwidth [30] of this
array was 2sin~ ' (\./(Nd)) = 15.7° and the interference was
separated from the SOI by about 1; = 2.75 and 72 = 0.23
beamwidths from locations 1 and 2, respectively.

The power levels of the transmitters were calibrated for
a SNR of 20 dB and INRs of 40 dB at the first antenna
of the receive array. As shown in Fig. 13b, the received
power levels varied significantly across the array. This was
determined to be due to multipath propagation. We found
that the channel was approximately flat over a bandwidth
of 625 kHz, thus used this as our signal bandwidth for the
narrowband approximation to hold. We note that although
multipath was not considered in (1), it typically does not affect
the narrowband blind beamforming model [6].

The receive array was not calibrated, but its receivers
were synchronized to common pulse-per-second and 10 MHz
references provided over equal length cables. This enabled
phase coherent down-conversion and synchronous sampling.
There was no synchronization between the transmitters and
receiver, however, their host computers had their times aligned
to within 10s of milliseconds by the network time protocol
for the purpose of triggering experiments. The mean carrier
frequency offsets between the transmitters and receiver were
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measured to be -9.7 kHz, —7.9 kHz, and -7.3 kHz for the
SOI, interferer location 1, and interferer location 2.

B. Data Collection

The objective was to collect over-the-air datasets to validate
the simulated results shown Sec. IV-D. Due to the lack of
synchronization between nodes, we devised a test protocol that
consisted of three consecutive segments for the transmitters:

S1: One second off.

S2: One second sending tones offset from the nominal f,,
+75 kHz for the SOI and —75 kHz for the interference.

S3: Eight seconds sending known modulated signals for the
beamforming experiments.

Segments S1 and S2 were for pre-processing and extracting
raw IQ samples from segment S3. Experiments were initiated
by setting the device time of each USRP to its host computer’s
time and then commanding the transmit and receive operations
to begin at the start of the next minute.

The 16-QAM SOI was generated as in Sec. IV-A at the
new Nyquist rate of 625 Ksamples/s and without any noise or
synchronization errors. The AWGN interference was generated
based on (23). The IQ samples for both signals were normal-
ized to prevent saturation of the transmitters and then saved
to files. The GNU Radio software was used on each node to
either transmit 1Q samples or save the received 1Q samples
to file at 625 Ksamples/s. We transmitted the interference
waveforms from two locations while the SOI transmitted from
one, resulting in two datasets with 25 Msamples each.

C. Processing Methodology

The datasets were pre-processed to prepare them for the
beamforming tests. First, the data from each receiver was
made zero mean and the noise powers were estimated from
segment S1. Second, the received signal powers, time delays,
and frequency offsets were estimated from segment S2. Filters
were applied for each tone and detections above the receiver’s
mean noise power were used to estimate the delays. The
power spectral density was estimated and used to estimate
the tone frequencies, SNR, and INR. Third, the time delays
and frequency offsets were refined using an LSE beamformer
and L = 1000 Nyquist samples to synchronize to the known
signals sent by each transmitter with negligible errors. Can-
didate delays and frequency shifts were applied to the known
signals and the parameters which maximized the ASINRs were
determined. Finally, the refined delays were used to extract at
least 300 frames with 16384 samples each from segment S3.

We treated each frame as an independent trial and applied
the blind beamformers in the same configurations from Sec.
IV-D. As previously described, the CBTL beamformer used
the pre-trained classifiers from Sec. IV-B with 7' = 4 and
without retraining them for the larger clock offsets at 5.4
GHz, multipath propagation, or hardware imperfections. Since
the true array responses were unknown, (10) could not be
used to compute the ASINR. Instead, the beamformed frames
were processed by a data-aided 16-QAM demodulator, and
the transmitted symbols were subtracted from the demodulated
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Fig. 14. Beamforming performance for the datasets collected using ORBIT.

symbols to estimate the interference-plus-noise power spectral
density and compute the ASINR. Finally, hard decisions were
made to produce bitstreams.

D. Results

The results of processing the experimental datasets using
different sample supports are shown in Fig. 14. The median
ASINRs are shown in Fig. 14a and compared to an upper limit
based on the ASINR of the optimal beamformer from Sec.
IV-C with a SNR of 20 dB, INR of 40 dB, array responses
modeled using the geometry of the radio grid, and receiver
phase noise modeled from [46]. We found that the phase noise
limited the null depth and reduced the optimal ASINR by
about 4 dB. Fig. 14b shows the bit error ratios (BERs), which
were computed as the total number of bit errors divided by
the total number of bits in the demodulated bitstreams.

The general trends shown in Fig. 14a agreed with the
simulated results from Fig. 6a despite differences in the
antenna array, angular separations, and impairments of the
over-the-air data. We found that even the LSE beamformer
was unable to reach the upper limit due to several reasons:
non-stationarity of the channel as L increased (due to power
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level and clock drift), nonlinearity of the radio hardware, and
the channel was not perfectly flat. The first point highlights the
need to frequently update the beamforming weights in practice
to deal with time-varying channels.

Regardless, we found that the CBTL beamformer was robust
to realistic impairments and typically outperformed the other
uninformed techniques. When L = 64 samples (32 symbols),
it improved the typical ASINR by 7.5 dB and attained a
BER close to 102 using about an order of magnitude fewer
samples compared to the top-performing BSS technique. Its
ASINR converged to within 0.6 dB of the LSE beamformer,
and we presume this small gap is due to the mismatch
between the classifier’s training data and real test data. We
found that the P-SCORE algorithm had poor performance due
to the presence of correlated multipath components, which
necessitates further processing to reconstruct the SOI [10].
These results demonstrate the practical benefit of using the
CBTL beamformer to protect a sensitive radio receiver from
strong interference.

VI. CONCLUSION

This paper has presented the CBTL beamformer, a novel
ML-driven technique that uses a pre-trained signal classifier
and transfer learning to train a linear beamforming layer. It
operates directly on raw noisy 1Q samples without the need for
expert-crafted features, synchronization, or knowledge of the
array manifold. The proposed approach can help to automate
the development of beamformers for new SOIs and protect
existing receivers from interference. We extensively evaluated
its performance through simulations and validated it using
real-world datasets collected using the ORBIT testbed. It
improves the typical ASINR compared to state-of-the-art blind
beamformers and, unlike several other techniques, can learn
to separate spectrally matched and Gaussian-like signals. The
improvement is most notable for scenarios where the stationary
sample support is limited, which has practical value for blind
beamforming in dynamic RF environments. As part of our
future work, we plan to develop a low latency implementation,
study other pre-trained ML models for beamforming, and
extend the concepts to wideband beamforming.
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