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Abstract—Massive MIMO (mMIMO) technology is considered
as a key enabler for 5G and beyond cellular networks, which
allows formation of highly directional radiation beams in the
millimeter-wave (mmWave) band. Specifically, considering the
5G new radio (NR) standard, a codebook-based approach is used
that allows setting the antenna weights, so that both transmission
and reception can be achieved in the desired angle. However,
when a fixed codebook is used, these angular directions may
not be exactly aligned along the optimal path that maximizes
the SINR between the transmitter-receiver pair, depending on
the granularity of the beam and the codebook size. To address
these issues, we propose selection of the analog parameters of the
transceiver chain through Deep Reinforcement Learning (DRL).
Simulation results show that our approach allows fine-grained
beam refinement to the coarse initial estimates of Angle-of-
Arrival and Angle-of-Departures in mmWave Frequency Range
2 (FR2) for the 5G NR standard obtained during the a reduced
initial beam establishment procedure (P-1). We observe our
approach consistently improves the Reference Signal Received
Power (RSRP) perceived at the UE side up to 15% while allowing
a reduction in the number of Synchronization Signal Blocks
(SSBs) up to a factor of ×64 compared to the equivalent number
used in P-1 to obtain comparable steering accuracy. Finally,
once the trained DRL agent is implemented, it eliminates 100%
of control signals needed for the beam refinement procedures,
namely P-2 for transmitter beam refinement and P-3 for receiver.

Index Terms—Deep Reinforcement Learning, Next Generation
Wireless.

I. INTRODUCTION

FUTURE cellular networks will transform our everyday
life, providing large data bandwidths to allow for virtual

and augmented reality, Internet of Everything, tele-healthcare
and many other applications. 5G New Radio (NR) and beyond
envisions the use of massive Multiple-Input Multiple-Output
(mMIMO) antenna systems and higher frequency bands, such
as millimiter-wave (mmWave) and TeraHertz (THz) carrier
frequencies, to meet ever-growing demands for data traffic.
These components will allow to (I) improve spatial diversity,
(II) transmit data over larger bandwidths and (III) reduce
interference among users using beamforming, pushing further
the achievable spectral efficiency and data rates for cellular
networks.

Although 5G NR [1] explicitly defines the use of mmWave
(24.25 GHz to 52.6 GHz) in the dedicated Frequency Range 2
(FR2) and its physical layer radio access procedures, practical
implementation and deployment of such transceivers is still
subject of study. Phased antenna arrays to enable beamform-
ing, which focuses the radiated energy in the direction of the
optimal path to the receiver based on channel characteristics,
have become a critical component at higher frequencies that
experience increased path loss and attenuation. However, due

Fig. 1: Overview of proposed architecture. An initial coarse
beam selection is performed through the 5G NR standards-
defined P-1 procedure. Then, a beam refinement procedure is
carried by a DRL agent that adjusts the beam angle with a
correction term based on CSI and prior experience.

to the complexity of hardware design at higher frequencies,
hybrid analog-and-digital hardware architectures [2] have been
widely accepted as a candidate solution for deploying large
antenna arrays. Such hybrid architectures typically have a large
number of antenna elements connected to a much smaller
set of RF-chains, due to narrower antenna spacing at shorter
wavelengths, and they are generally more cost-effective. Such
hardware necessitates a type of beamforming technique called
Hybrid BeamForming (HBF), that requires the joint design
of analog and digital beam weights for precoders and com-
biners in order to form optimal radiation patterns. Specifi-
cally, digital signal processing is employed in baseband to
reduce interference, while discrete phase shifters are used in
the analog (or RF) domain to steer the radiation beams. In
general, HBF aims to find a set of hybrid weights that is
as “close” as possible to the optimal fully-digital solution
(i.e. considering equal number of antennas and RF-chains),
which is solved using non-convex optimization techniques
subject to several energy and solution space constraints. This
is known to be a NP-hard problem [3]. On the other hand,
fully-analog techniques rely on codebook designs that aim to
use a discrete set of codewords, each composed of pre-defined
analog beam weights that map to a beam pointing towards a
specific angle. Such techniques can be adopted if the main goal
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is spatial diversity rather than spatial multiplexing, although
their simplicity requires a trade off between overhead of com-
munication and codebook angular resolution, depending on
the network requirements, that limits the achievable network
performance. Reinforcement Learning (RL) [4] and Deep Re-
inforcement Learning (DRL) have shown remarkable results in
learning optimal strategies for many challenging problems and
environments with complex observations by employing Deep
Neural Networks (DNNs) trained as policy functions, allowing
to extract complex features from observations gathered from
the environment and to map extremely large sets of states to
possible actions.

In this work, we focus on the enhancement of the analog
component of HBF devices through beam refinement in order
to improve spatial diversity in the system. Our contributions
are as follows:

• We propose to train a DRL agent capable of applying a
correction term on discrete beam angles obtained with an
initial coarse codebook-based beam establishment phase,
based on 3GPP 5G NR standard procedures.

• We tailor our models to a specific location, learning an
optimal beam refinement policy that adapts to the spatial
features of the environment under study.

• By deploying independent agents on each network device,
we aim to improve the alignment of radiation beams at
both communication ends, while avoiding large beam
sweeping overhead and removing the need of explicit
beam refinement procedures.

Our approach tackles the objective of allowing faster and
more accurate directional transmissions in FR2, enabling better
network bandwidth utilization and higher throughputs for V2X
applications involving highly mobile scenarios and large data
rates, such as remote mobile surgeries and other types of
remote emergency response.

II. RELATED WORK

A. Signal processing approaches

Prior work on HBF for computing the analog and digital
precoders and combiners can be divided into two main cate-
gories:

• codebook based (or constrained weights): these methods
stem from fully-analog beamforming techniques, where
analog weights are selected from a set of pre-defined
codewords that form a so-called codebook. Such meth-
ods require beam sweeping and rely only on received
signal power measurements if spatial multiplexing is not
required.

• non-codebook based (or unconstrained weights): these
methods do not assume a pre-defined set of codes to
set the analog components of hybrid precoders and com-
biners. They require Channel State Information (CSI)
acquisition to allow spatial multiplexing and fine grained
beam alignment.

For codebook based methods, beam configurations need to
be tested by sweeping through all possible combinations of
precoders and combiners in the analog codebook. After this
procedure, a pair of codes is selected in order to maximize a
certain performance metric, such as Reference Signal Received

Power (RSRP) or spectral efficiency. Specifically, 5G NR in
FR2 adopts a two stage codebook-based approach to first
acquire an initial coarse beam configuration in Procedure 1
(P-1) and then refine it with Procedure 2 (P-2) and Procedure
3 (P-3), for transmit and receive beams respectively. Note that
P-2 and P-3 can be considered a special case of P-1: instead
of sweeping through all the combinations, the UE (in P-2) or
gNB (in P-3) measures an additional set of reference signal
resources, configured on transmitter beams with finer angular
resolution, using a fixed receiver configuration obtained from
P-1 (or P-2 for gNB). Although computationally simple,
such techniques require the transmission of multiple control
blocks, i.e. Synchronization Signal Blocks (SSB) for P-1,
Non-Zero-Power CSI-RS (NZP-CSI-RS) for P-2 and Sounding
Reference Signals (SRS) for P-3, in order to test all the
beam configurations across the three procedures, adding a
substantial overhead. Moreover, these methods are well suited
only for purely analog beamforming applications: if spatial
multiplexing is required, accurate CSI needs to be retrieved
in order to (I) compute the channel rank and (II) derive
optimal precoders and combiners through Singular Value
Decomposition (SVD), which will serve as starting point to
compute digital weights for hybrid beamforming. Finally, the
codebook size must be chosen carefully, in order to obtain a
reasonable angle resolution to achieve accurate beam steering
while minimizing the control messages exchanged during the
beam establishment phase.

On the other hand, for non-codebook based approaches,
optimization-based methods exist and usually lead to near-
optimal solutions, such as AltMin based [3] ones (e.g. Man-
ifold Optimization, Phase Extraction). Although they require
optimizing spatial filters whenever new precoders and combin-
ers need to be designed. The cost of optimizing hybrid weights
on-line is computationally expensive in practice when con-
sidering highly mobile scenarios. Another commonly adopted
schema to design unconstrained hybrid beamforming weights
is based on Orthogonal Matching Pursuit (OMP) [5]. The
OMP partitioning algorithm exploits the sparsity assumption
that characterizes mmWave wireless channels; but requires
perfect CSI acquisition and perfect knowledge of the Angle-
of-Arrival (AoA) and Angle-of-Departure (AoD) of every ray.
Thus, a practical OMP deployment requires a wide set of
possible codewords from which it would choose those that
present the highest projection value in the direction of the
optimal weights.

B. Learning based approaches

To overcome limitations of traditional approaches, Deep
Learning (DL) based approaches for HBF have been proposed
to lower the overhead introduced by the beam sweeping
phase by predicting the correct code to be applied on the
analog component of the system. Authors in [6] aim to reduce
the number of beam training control messages by including
compressive channel sensing techniques for the design of their
neural network model, but their hybrid beamforming solution
is still based on constrained weights, which ultimately limit the
achievable spectral efficiency. Other works focus on mapping
the channel matrix to unconstrained beam weights [7], but
such methods are limited in practical implementation due to
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the high number of parameters, as the solution search space
grows extremely large for devices with large antenna arrays
and multiple RF-chains. Specifically in the context of DRL
applied to hybrid beam selection, authors in [8] consider a
codebook-based selection scheme for high mobility scenarios
that rely on a partially observed set of beam combinations
and online re-training of the DRL agent, whose convergence
cannot be guaranteed for newly observed instances of the
problem. In [9], two deep Q-learning based DRL agents are
deployed to select first the number of active antennas and then
a codeword from a predefined set of codebooks, based only
on SNR level observations. This method also performs online
training of the agents, which is not guaranteed to converge
within the channel coherence time, and it is still limited by
the codebook performance which, in this case, depends on
both angular resolution of codewords and number of active
antennas selected by the algorithm.

III. SYSTEM MODEL

For our experiments we consider a 5G NR network operat-
ing in the mmWave band FM2 with center frequency fc = 28
GHz. The gNB transmitter is equipped with Nt antennas that
are used to communicate through Ns data streams with one
or more UE receivers equipped with Nr receiver antennas
each. Both devices are assumed to mount Uniform Linear
Arrays (ULA). To enable spatial multiplexing, the transmitter
is equipped with NRF

t RF-chains Ns ≤ NRF
t ≪ Nt

and similarly the receiver has NRF
r RF-chains such that

Ns ≤ NRF
r ≪ Nr. Such architecture permits to transmit Ns

independent streams by applying a FBB baseband precoder
with size NRF

t × Ns followed by a FRF analog precoder
with size Nt × NRF

t . Similarly, the receiver uses a hybrid
combiner composed by WBB baseband combiner with size
NRF

r ×Ns and a WRF analog combiner of size Nr ×NRF
r .

The analog precoders and combiners are implemented in the
analog domain using phase shifters, thus all elements of FRF

and WRF have equal norm. Furthermore, the total power
constraint is enforced by normalizing the baseband precoder
∥FRFFBB∥2F = Ns. For a generic H ∈ CNr×Nt channel, the
received hybrid beamformed signal is modeled as follows:

y =
√
ρWH

BBW
H
RFHFRFFBBs+WH

BBW
H
RFn (1)

where ρ is the average received power, s is the Ns×1 discrete-
time transmitted symbol vector such that E[ssH] = 1

Ns
INs

and n is a noise vector with i.i.d. samples from a normal
distribution CN

(
0, σ2

n

)
. In this work, we focus on enhancing

the analog component of the hybrid beamforming schema, as
this component plays the most important role when evaluating
beam steering accuracy. Therefore, for the sake of simplicity
and without loss of generality, we assume NRF

t = NRF
r =

Ns = 1 for the rest of this work, focusing on increasing spatial
diversity and leaving the subject of spatial multiplexing to
future research.

We consider a simulation based on multipath scattering
MIMO propagation channels [2] in which radiated signals
from a transmitting array are reflected from multiple scatterers
back toward a receiving array. To generate a scenario, we
randomly sample Nscat scatterers coordinates and complex
coefficients, that will remain fixed during training and testing

Fig. 2: Training scenario with Nscat = 5, random UE position
and beam computation based on 5G NR P-1.

phases, while the user is randomly moving around a finite area
defined in the 2D space. Note that, while we chose a single
possible configuration of the environment, this model can
be trained with virtually any scatterers configuration. Fig. 2
represents the scenario considered for the results presented in
this work.

IV. PROPOSED DRL APPROACH FOR 5G NR BEAM
REFINEMENT

Our proposed approach starts from an initial coarse code-
book beam sweeping procedure, employing a burst of Synchro-
nization Signal Blocks (SSBs) similar to that of the standard
P-1 procedure, but using only a fraction of the full beam
codebook. Once the UE has computed the RSRPs for each
code combination, it reports this information back to the gNB.
We refer to the matrix P composed by all the RSRPs for
each codeword combination as power pattern. Both gNB and
UE then use the power pattern P as input to their respective
DRL agents, in order to perform a single corrective action
aiming to adjust the analog beamforming weights (i.e. FRF

for transmitter and WRF for receiver) so that they point to the
most promising direction within the range of the correction
term, based on the experience gained during the training of
the agents. The motivation behind this approach is that beam
widths at mmWave, due to shorter wavelengths and higher
numbers of antennas, result in narrower beams. Even a slight
angle adjustment pointing in the right direction can potentially
improve the achievable network capacity. To achieve this goal,
we train a DRL agent on each device that takes an observation
as input consisting of:

• The power pattern matrix P, consisting of the normalized
Reference Signal Received Power (RSRP) values mea-
sured at the receiver side during the coarse P-1 procedure;

• The current beam angle corresponding to the best trans-
mitter (or receiver) codeword, defined between -90 and
+90 degrees;

Based on the observation input from the environment, the
DRL agent outputs a corrective steering action on the beam
angle identified during the coarse beam establishment phase.
Since we want this correction term to be applied as quickly
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Fig. 3: Overview of proposed DRL agent for 5G NR beam
refinenemt in mmWave. Diagram shows processing steps and
principle of operation, compared to standard 5G NR hierar-
chical beam sweeping approach.

as possible after the coarse scanning procedure, we force
our model to use only a single action per episode, making
the steering correction decision within a single query to the
DRL policy. The objective of this approach is to increase
the perceived signal power at the receiver without additional
beam training procedures or costly algorithms relying on CSI
estimation. Fig. 3 shows an overview of the proposed solution.

V. SIMULATION AND DRL AGENT DESIGN

A. Simulation parameters

We consider a geometric scattering MIMO wireless channel
used by gNB and UE to communicate. The channel consists
of Nscat = 5 scatterers positioned in some fixed location,
representing a possible scatterer configuration in a real world
setting. gNB is positioned on a 2D surface at xy-coordinates
[0, 0] (expressed in meters) and at a height of 50, meanwhile
the UE is randomly moving in an area of 75 × 75 m in a
coordinates range of [25, 100] m for both xy-axis. We simulate
a downlink (DL) transmission for a gNB equipped with Nt =
8 and an UE Nr = 4, equipped with NRF

t = NRF
r = 1

RF-chains, both configured as ULA.
According to 3GPP specifications [1], the full resolution 5G

NR P-1 codebook in FR2 is set to a size of C∗
gNB = C∗

UE =

641 at both transmitter and receiver sides. The codebooks
are configured using the steering vector function, defined as
follows for each beam angle θ:

a(θ) =
[
1, e−jπ sin θ, e−j2π sin θ, . . . , e−j(M−1)π sin θ

]
(2)

At gNB side, beam angles span over a range of [−60, 60]
degrees, while at the UE side the range is set between
[−180, 180] degrees. The angle codewords are chosen by
picking C∗

gNB equi-distant angles in the steering range defined
for the gNB and, similarly, C∗

UE equi-distant angles chosen for
the UE. After the standard beam sweeping procedure P-1, the
full resolution scan PF ∈ RC∗

gNB×C∗
UE will present the RSRP

value measured at the receiver side for each of the possible
code combinations.

1In FR1 the codebook size is either C = 4 or C = 8.

Once full resolution scan PF is obtained, the coarse reso-
lution scan P matrix can be produced during simulation by
simply selecting a fraction of the RSRP values obtained in PF

from both codebooks. For example, if we consider a fraction of
1/8 codes from the full resolution codebook, we will obtain a
coarse codebook of size CgNB = CUE = 8 by picking 1 code
in every 8 consecutive codes, leading to a ×64 reduction in
codebook size/resolution. While the coarsely defined codebook
will benefit the total SSB signaling overhead time, since
CgNB × CUE ≪ C∗

gNB × C∗
UE , this will inevitably induce

a loss of performance from the network capcity perspective,
since the narrow beams at mmWave are more sensitive to
steering errors from the underlying full resolution scan and
will limit the beam alignment accuracy on the most promising
channel directions.

B. Agent training strategy
In order to reduce the overhead while retaining greater

beam steering accuracy, we propose to train a DRL agent that,
given an initial beam angle estimate from a coarsely defined
beam sweeping procedure, is able to apply an angle correction
term to adjust the beam so that it points to what the agent
might consider a more promising direction, based on its prior
experience. More specifically, traces of prior experiences can
be gathered through a set of full resolution scans performed
in the current channel configuration (defined by the scatterers’
positions and UE location). Training an agent with this data
will produce an agent policy closely tailored to the specific
area covered in the experience traces, policy that could be
fine-tuned over time with additional experience gained after
deployment.

The proposed DRL algorithm chosen for this problem is
Deep Q-Learning (DQN) with experience replay memory and
dueling policy networks [10]. In this approach, an agent is
trained in order pick an action from a discrete set of possible
actions A. We define each action as a corrective term to
be applied on the beam angles/codewords selected during
procedure P-1. The agent output is the Q-value relative to
each possible correction term, which is a value expressing the
utility of each action in order to maximize the return, given
the current observation.

We configure the DRL algorithm as follows:
1) Agent observations: In the DRL environment, we define

an observation at a given environment state s as a tuple
containing:

• Ps ∈ RCgNB×CUE : normalized power pattern corre-
sponding to RSRP values computing during the coarse
5G NR P-1 procedure;

• θs: current beam angle in degrees associated to the
transmitter/receiver codeword selected after coarse 5G
NR P-1 procedure.

The idea is that the agent will observe the coarse resolution
scan, along with the angle in degrees where the coarse beam is
pointing to, and uses this information to perform a corrective
action that will advance the current state s of the environment
to s + 1. See Fig. 3 for an example of observation from the
coarse beam sweeping procedure.

2) Agent actions: Each corrective action ai ∈ A, where A
is the set of possible actions, is expressed in degrees in the
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form of a signed integer k, indicating a positive or negative
steering action by ±kd degrees, where d corresponds to the
degree of steering and its value depends the number of codes
and the angular range defined while generating the codebook.
For example, for a gNB full resolution codebook of size
CgNB = 64 with equally spaced beams defined in [−60, 60]
degree range, d = 1.875 degrees. Based on the desired range
of corrective actions in degree, denoted as Ar, we formulate
an action dictionary MA that maps each action to the angle
correction value in degrees performed by the agent starting at
angle θs. In our experiments we choose Ar = 3, hence the
action dictionary MA will look as follows:

a1 a2 a3 a4 a5 a6 a7
−3d −2d −d 0 +d +2d +3d

Based on a given observation, the agent policy will output an
action ai ∈ A. We then use this action to derive a new angle
θs+1 for the beam configuration in the next environment state
s+ 1. We compute θs+1 as follows:

θs+1 = θs +MA[ai] (3)

Independent agents deployed at gNB and UE sides follow
this process to perform their corrective action on either the
precoder or combiner analog weights, obtaining the new angles
θTX
s+1 and θRX

s+1 that will be used to compute the adjusted
directional beam.

3) Reward function: Since our goal is to maximize the
RSRP observed at the UE side by making a prediction based
on past experiences in a localized setting, we chose to model
our reward function based on the normalized full resolution
power pattern PF

s . Specifically, once the new steering angles
θTX
s+1 and θRX

s+1 are derived, the RSRP value of the relative
full resolution codewords combination is retrieved to obtain a
power read based on the refined beam configuration in state
s+ 1. Thus, we define the received reward as follows:

rs+1 = Ps[CTX(θTX
s+1), CRX(θRX

s+1)] (4)

where CTX : R → X and CRX : R → Y are functions
that returns the code indexes in the full resolution codebook
for gNB and UE, respectively, based on the relative angle in
degrees given as input. See Fig. 3 for a visual example of full
resolution beam scan output. Therefore, a large set of historical
observations of PF needs to be collected in order to provide
the necessary prior experience to the model in the form of a
training dataset. Ideally this dataset could also evolve over time
in order to improve the historical data used to train the policy
network, depending on how fast the physical environment
evolves. Note that, while the full resolution scans are required
to obtain the dataset used during the training procedure, such
information will not be needed once the agent policy has
been deployed and corrective decisions will be solely based
on coarse resolution P-1 output.

4) Training procedure: By fixing the scatterers config-
uration, we simulate 7, 500 scenarios with random mobile
UE coordinates selected in the range defined in Sec. V-A
and generate the full resolution P-1 procedure output PF

for each channel configuration. During training, in order to
test the model under multiple SNR conditions and to be
robust to multiple SNR variations, for each episode/channel

configuration we pre-process each full scan power pattern as
follows:

1) Additive White Gaussian Noise (AWGN) is applied on
PF based on a random SNR level chosen between
{−30,−20,−10, 0, 10, 20, 30} dB. The noisy full res-
olution scan will be denoted as P̃F .

2) P̃F is normalized in the range [0, 1] ⊂ R;
3) The noisy coarse scan output P̃ is generated from PF

based on the desired codebook size fraction.
Finally, once P̃ is obtained, the relative beam angle in degrees
θs is computed and used to construct the noisy observation
⟨P̃s, θs⟩. The DQN algorithm is trained over a total of 750, 000
episodes, each of them consisting in one channel configuration
randomly picked from the training dataset and augmented with
AWGN, with a decaying ϵ-greedy exploration strategy with an
ϵ starting from 0.9 and decaying to 0.15 over the first 70% of
the total training steps.

5) Neural Network Policy: The chosen Policy network is
composed of 3 different modules:

• A 2D Convolutional Neural Network (CNN) with 3
hidden layers composed by 32×[3×3], 128×[2×2], 128×
[1× 1] convolutional kernels respectively used as feature
extractor for P̃s;

• A single Fully Connected (FC) layer with 2 neurons and
1 output used as feature extractor for θs

• A FC policy network consisting of 2 hidden layers of 512
and 256 neurons each.

Each layers’ output is equipped with a ReLU non-linear
activation and the final output is sent to the last layer of the
policy, which outputs the Q-values relative to each actions
given an observation input. See Fig. 3 for an illustration of
the model architecture.

VI. PERFORMANCE EVALUATION

Once both gNB and UE DRL agents have been trained
and deployed, we evaluate the performance of proposed beam
refinement approach and compare it to the equivalent coarse
and full resolution P-1 procedures on a set of 2, 500 channel
configurations. To measure the impact of agents’ corrective
actions, for every test scenario we compute the RSRP of the
chosen beam combination normalized with respect to the max-
imum RSRP value that we could obtain with a full resolution
scan, evaluated in the same channel settings. In Fig. 4 we see
how the beam refinement approach on both transmitter and
receiver side individually contributes in increasing the trans-
mission power and reaches almost 90% of the total achievable
power when transmitter and receiver corrections are combined,
while requiring a significantly lower fraction of SSBs overhead
and without employing P-2 and P-3 phases. In order to
quantify the overhead reduction compared to standard P-1, P-2
and P-3 procedure, we compute the number of control blocks
needed to be exchanged in a standard 5G NR beam sweeping
and beam refinement procedure using different codebook sizes,
assuming C∗

gNB = C∗
UE , and comparing it with the proposed

approach. Specifically, we compute the total number of SSB
blocks to be transmitted for P-1 as NP1

SSB = C∗
gNB×C∗

UE ; since
P-2 and P-3 are considered special cases of P-1, we consider
for simplicity NP2

CSI-RS = NP3
SRS = C∗

gNB = C∗
UE , for a total
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From Fig. 5 we can observe how our approach is able to
deliver very high steering accuracy while reducing the control
signalling overhead by more than ×64 when compared to the
highest scan resolution setting, effectively saving bandwidth
that would allow for higher network throughput while retain-
ing comparable steering precision. Finally, we measured the
inference time when running our DQN policy on NVIDIA
RTX 3080Ti GPU to be on average 76µs, which consists of the
duration of ∼ 9 OFDM symbols2 and confirms the suitability
of the proposed approach for real-time implementations.

VII. CONCLUSION
In this work we presented a DRL method for beam refine-

ment in mmWave, which is validated through a comprehensive
simulation study. This method builds on top of the initial
coarse beam estimation procedure P-1 defined in 5G NR and
achieves higher spectral efficiency by completely eliminating
the additional beam refining procedure needed for P-2 and
P-3 at the transmitter and receiver side, respectively. If we
consider each possible path in the wireless channel as an
independent instance of the beam refinement problem, the
proposed approach could be easily scaled up to operate on
multiple RF-chains by training multiple agents at each device
that perform beam refinement on the 2nd, 3rd (and so on)
best paths. For future work we will scale up the approach to
multiple beams and to multiple UEs. Moreover, we aim to
test our approach on IBM’s PAAM 28 GHz phased array in
COSMOS [11] PAWR platform.
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2With ∆f = 120 KHz sub-carrier spacing in FR2, 1 OFDM symbol
duration is TOFDM = 1/∆f = 8.33µs
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resolutions and proposed method.
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